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 Investigating activities suspected of constituting threats to the security of
Canada; 
 Advising the Government of Canada of these threats; and 
 Taking lawful measures to reduce threats to the security of Canada. 

As defined in section 2 of the Canadian Security Intelligence Service Act (CSIS
Act, 1984), CSIS is tasked with investigating activities that are suspected of
constituting threats to the security of Canada. CSIS is authorized to investigate
threats of terrorism, espionage and sabotage, and foreign-influenced activities
detrimental to the interests of Canada. Their core mandate consists of three
pillars: 

1.

2.
3.

The CSIS Act of 1984, provides the legislative framework for the creation of CSIS.
The Act mandates the gathering of information on those suspected of issues of
national security such as espionage, political violence, and terrorism (Canadian
Security Intelligence Service, 2020). More recently, the National Security Act of
2017 provided for the creation of the Office of the Intelligence Commissioner
and the National Security and Intelligence Review Agency (NSIRA), which
replaced a prior review agency, and added broader scope to review national
security and intelligence activities across all federal departments and agencies.  

Over the past couple of years, CSIS has recognized that certain intelligence
collection and investigative techniques may perpetuate existing equity gaps
and may disproportionately impact marginalized individuals. It is from this
recognition that this project was created to evaluate and seek out best
practices both from within CSIS and from outside the Service to ensure it fulfills
its mandate in a manner that respects the Canadian Charter of Rights and
Freedoms.  

Our primary liaisons were representatives from the AOSE program, which acts
as a bridge to link CSIS to Canadians. AOSE engages with stakeholders and
thought leaders on national security issues and priorities to inform evidence-
based decision-making and policy development.

DATA GOVERNANCE WITHIN THE CANADIAN SECURITY
INTELLIGENCE SERVICE

CLIENT DESCRIPTION



0 6

The AOSE program aims to create a multi-disciplinary space within the Service
to gain a deeper understanding of national security issues, drawing on a range
of backgrounds and experiences to challenge assumptions and cultural biases,
to enhance CSIS’ research and analytical capacities. 
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The national security community recognizes the need to identify and integrate
best practices to ensure that the analytical tools and methods used to manage
data mitigate the perpetuation of bias and are accountable within a
democratic context. 

OPPORTUNITY STATEMENT

RESEARCH QUESTIONS
What are the forms of bias that could affect data management, and what could
be the implications in the national security context?  

Which groups could be disproportionately impacted by those forms of bias,
and how do they experience this bias? 

What are the existing best practices to address bias in data management? 

How can the seemingly competing priorities of national security and the
protection of personal freedoms be balanced, and lessons be learned from
other contexts? 
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What are the forms of bias that could affect data management, and what
could be the implications in the national security context?  
Which groups could be disproportionately impacted by those forms of bias,
and how do they experience this bias? 
What are the existing best practices to address bias in data management? 
How can the seemingly competing priorities of national security and the
protection of personal freedoms be balanced, and lessons be learned from
other contexts?

With the emergence of big data, and new and emerging technologies and
analytical tools for data management, security and intelligence agencies are
rethinking the impact of bias in data management practices and how to fulfill
this within their mandate. This represents a key dilemma on how to balance
the need to ensure public safety while maintaining accountability in a
democratic context. It is thus critical to identify best practices to ensure data
management is free of bias and accountable within a democratic context.  

This report is the result of a study involving stakeholders across federal
government agencies, community organizers, civil society actors, and
academics that aimed to explore this dilemma within the national security
context. Our research set out to address four key questions: 

1.

2.

3.
4.

 
Overall, our main takeaway is that it is useful for CSIS to think of themselves as
part of a broader federal ecosystem that is working to overcome systemic
issues that may cause harm to certain groups when either seeking service or
protection from the government or may prevent them from doing so. By
shifting this mindset, CSIS reaffirms its mandate to ensure a safe Canada, and
allows for engagement with other departments to leverage existing practices,
while adapting them to fit within the national security context.   

More expansively, three key themes emerged from our research. The first
theme revolves around accountability and transparency, which we divided into
internal and external accountability. In this section, we highlighted how legal
mechanisms such as the CSIS Act and the Privacy Act currently frames
accountability actions by CSIS.

EXECUTIVE SUMMARY
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Build on existing accountability mechanisms by engaging marginalized
community voices both internally and externally.
Bolster internal learning opportunities to incorporate digital literacy with
awareness of endemic data bias issues to shift organizational culture. 
Increase interoperability by improving avenues for information-sharing on
standards for good data governance and bias mitigation. 

However, there exists an opportunity to expand this by showing an
understanding of endemic data bias issues and involving stakeholders outside
of CSIS working on these issues to build external accountability measures. 

The second theme revolves around anti-bias training and learning processes,
with a specific focus on culture change and digital literacy. Our research
revealed that training on the topics of bias and digital literacy are critical
components of best practices for ethical data management. As such, we
recommend that the Service adopt an expanded definition of digital literacy
that includes ethical considerations and an understanding of anti-bias
frameworks, in addition to the necessary technical skills. 

Our third theme encompasses interoperability; the ability of systems to
exchange and use information. Multiple respondents cited an increased need
for interoperability and cross-departmental collaboration on the issues of bias
and data management. Our research uncovered four other agencies within the
Government where CSIS can draw lessons: Statistics Canada, the Treasury
Board Secretariat of Canada (TBS), the Standards Council of Canada, and other
stakeholders operating under the Public Safety Canada portfolio. 

In summary, our policy recommendations are as follows:
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The world has increasingly been confronted with challenges that have called
for more data. Key among them include the COVID-19 pandemic and an ever-
evolving national security threat landscape. The onset of the COVID-19
pandemic and the unprecedented need for public health agencies to
understand how the virus was spreading generated debate around privacy
concerns and the collection and sharing of personal data. In Canada, initiatives
such as the COVID-19 Self-Assessment Tool developed by Thrive Health and
Health Canada demonstrate a partnership between public and private entities
that developed data collection tools. This platform, and others like it, raised
questions over regulatory and privacy protections given the separate
accountability obligations that govern the use of data by public and private
organizations. Additional public health measures to mitigate the spread of
COVID-19 such as the performance of contact tracing raised further challenges
over how to balance the need for privacy with the responsibility to protect the
public good.  

Like public health agencies, national security intelligence agencies have
adopted data-driven tools to improve efficiency and organizational capabilities.
Reliance on bad or biased data can lead to bad or biased results and decisions.
However, it is important to consider the interdependence of data and analytics.
Data only becomes meaningful once it has been processed and analyzed, and
context is considered when analyzing data. Yet, the tools and analytical
methods used to analyze data can reflect biases that could lead to
disproportionate impacts on certain groups.  

To understand CSIS’ positionality with data bias and data governance, it is
important, to begin with the CSIS Act of 1984, from which the organization
derives its mandate. For example, sections 11.01 to 11.25 of the CSIS Act establish
the need for judicial authorization for the retention of a Canadian dataset by
the Service and Ministerial authorization for the retention of a foreign dataset.
This requirement places a specific onus on CSIS to maintain good practices
regarding its data collection methods, to ensure collection methods are
limiting intrusion into the private lives of Canadians, and collection is only 

INTRODUCTION
Interlinkages Between Data, Privacy, and National Security 
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undertaken if the data is relevant to the performance of the Service’s duties
and functions, as highlighted from sections 12 to 16 of the CSIS Act. 

On the other hand, section 12 of the CSIS Act enshrines the principle of “strictly
necessary” as it relates to the collection of information and intelligence if there
are reasonable grounds to suspect any threat to the security of Canada. This
responsibility raises concerns over how to deal with accountability in a context
that is fast-paced, relies on incomplete information, and has consequential
impacts. As discussed again later in this report, government-wide initiatives
have adapted to this increased need for accountability. This includes TBS'
Algorithmic Impact Assessment (AIA) or the implementation of Gender-Based
Analysis Plus (GBA+) across federal departments and agencies. However, the
shift towards information both from and about threat actors being increasingly
available online in digital forms, demands a re-examination of current
strategies.  

The Current Context: Why is this Important for CSIS to Think About
Now? 

Since the beginning of the post-9/11 period, a major policy focus of national
security organizations continues to be placed squarely on how to anticipate
and intercept potential terrorist threats. Furthermore, the killing of George
Floyd by Minneapolis police officer Derek Chauvin in Minnesota in 2020 marked
a tipping point, spurring the conversation to reform the governance practices
of public agencies to reduce both the prevalence of bias and disproportionate
harm to communities of colour. This was also joined by broad calls for a
commitment to better incorporate principles of intersectionality, equity, and
inclusion into the work and structure of Canada’s federal public service,
including the country’s national security sector. For example, in January 2021,
the Clerk of the Privy Council and Secretary to the Cabinet released a Call to
Action on Anti-Racism, Equity, and Inclusion in the Federal Public Service, a
public-facing document that reflected on the “unjust treatment of Black
people, other racialized groups, and Indigenous peoples...” and challenged the
public service leaders to implement several inclusive reforms and to create
more opportunities for Black, Indigenous, and other racialized communities
within their departments. These calls recognized that structural bias in the
institutional foundations that support national security activities inevitably can
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lead to bias in program delivery. 

In line with these larger conversations, CSIS is also taking steps to expand its
understanding of bias and better incorporate principles of diversity, equity, and
inclusion. For example, there is currently an internal Black, Indigenous, and
People of Colour (BIPOC) network that works with the Service’s Director to help
improve understanding of the experiences of racialized employees.
Additionally, there exists a Women in Technology focus group that encourages
women within CSIS to join directorates working in data-focused areas.
Initiatives like this emerged from Government of Canada public servant
associations and networks. Furthermore, innovative technology is in
development internally to support employees to incorporate GBA+ into their
work by presenting decision-making points that identify assumptions and
potential biases. These steps are indicative of the precautionary principle,
which advocates for more robust thought on the implications of technological
innovations and methods because of their potential for harm. When this
principle is applied in this context, it frames these steps as a proactive measure
in understanding the effects of bias and taking active steps to mitigate it. 

The analysis in this report builds on the work CSIS has been involved in with the
National Security Transparency Advisory Group and the establishment of
divisions such as the AOSE program. Based on the analysis, this report provides
recommendations on how to integrate good data governance approaches
within the Canadian national security context, to mitigate the perpetuation of
bias in data, while increasing transparency, accountability, and a duty of
candour to Canadians.  
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The research methodology consisted of a secondary literature review, semi-
structured interviews, and thematic analysis.  The secondary literature review
revealed trends and issues regarding the collection and use of data within the
national security sector and related contexts, including the disproportionate
impacts and risks to various communities due to underlying biases that inform
data management processes. Further, the literature provided case studies that
highlight bias-driven impacts on communities from the use of data by
intelligence agencies in democratic contexts, as well as best practices that
mitigate bias, strengthen accountability mechanisms, address ethical
challenges, and improve public trust in the handling of data by government
organizations. We compiled and reviewed several resources from academia,
government, and civil society sectors and will incorporate relevant findings
within our analysis in subsequent sections. 

We conducted 16 semi-structured interviews with participants from academia,
community organizations, and various Government of Canada departments.
Interviews occurred virtually for no more than 60 minutes and our project team
rotated between four roles during each session: a primary interviewer, a
secondary interviewer, and two notetakers.  

Following our interview period, we analyzed our findings through a thematic
analysis process in which we reviewed our fieldwork notes in stages. In the first
stage, we annotated each of the notes with our initial observations,
interpretations, and insights. In the second stage, we began to identify patterns
within the notes and group them into high-level themes. In subsequent stages,
we further refined those themes and synthesized our findings. These themes
have been incorporated into the analysis within our report, and highlight key
challenges, impacts, opportunities, and best practices relevant to the issue of
bias within data management in national security organizations. 

METHODOLOGY



Throughout our research process, we used the following framework
of analysis: 

Policy Forward Versus Policy Endemic Lens 

In our approach to our research questions, we distinguished between larger
structural issues affecting data management practices and influencing data
bias, and those issues that could be deemed more current or salient. This
distinction is explained by the terms policy forward and policy endemic. Policy
forward refers to issues within the national security context that are deemed to
be the more pressing issues relating to the threat landscape. On the other
hand, policy endemic refers to the longer-term, systemic issues that are
apparent in the national security context, but also extend to society as a whole.
Using this terminology allows us to better understand the root causes of the
issues around bias in data management, and to provide CSIS with actionable
recommendations and a holistic understanding of the issues of bias in data
management in the national security context. 

1 4
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“The thing about intelligence agencies is that they are in the business of bias.
The very idea that you have to study characteristics and pre-empt what may
put people in harm’s way is an exercise in some form of bias.” 

These words from one of our interviewees encapsulate what makes this
question of bias a tricky subject to solve. This interviewee reframes intelligence
work as an exercise in drawing out patterns and seeing their repeated
occurrence as a form of bias. This implication raises questions over whether
intelligence work can ever be free of bias if the very nature of it is to be biased
in order to pre-empt harm. As we heard from multiple sources, complete
elimination of bias in data may not even be possible. Instead, emphasis has
been on how we can re-examine data management practices to understand
how they cause harm, to whom this harm is caused, and learn how to further
mitigate the impacts. Developing a holistic understanding of how bias is
present within data management and employing governance practices that
effectively mitigate its incidence must involve identifying where exactly bias
occurs along with the upstream and downstream processes involved in the life
cycle of data. To answer these questions, we interviewed a broad array of actors
who have knowledge of data bias both from a design and experiential
perspective. Our logic was to begin our analysis beyond a textbook version of
data management bias, prompted by the work of Dr. Sasha Chock of Design
Justice, who points out that where these questions are asked has a significant
impact on the kinds of responses that we eventually get. 

What is data bias? 

Data bias can be defined as the ways in which subjective assumptions
regarding race, gender, and other social groups are embedded within the
collection and application of data. Data bias can occur at both the individual
and institutional levels. In terms of individuals, people who work with data may
for example possess stereotypical assumptions about various groups that 

FINDINGS, ANALYSIS, AND
RECOMMENDATIONS
Definitions of Bias and Identification of Impacted Groups  
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inform how they interact with data. At the institutional level, agencies and
organizations are often at risk of reflecting social biases within their data
policies and practices. Data management as a term encompasses separate
tasks each of which raises novel issues surrounding how bias occurs within the
use of data by public agencies, as well as the consequent risk of harm to
marginalized communities. We can thus see how data bias can perpetuate
structural inequalities against historically marginalized groups when it is
present at both the individual and institutional levels. 

There is a commonly held belief that data is neutral and objective. However,
this notion has shifted to recognize that data needs to be understood within a
certain context, and that data is subject to biases. From the literature, bias in
data can be defined in two ways. First, drawing from statistics, bias can arise
from any systematic difference between true parameters and samples. Bias in
data emerges from inaccurate representations of a population or study, this
can include data that does not include variables that inaccurately capture the
predicted phenomenon or data produced by humans which may contain bias
against groups of people (Lopez, 2021).  Both can result in unintended impacts
and harms. One interviewee described bias as “basically a difference in
treatment in individuals or situations, groups or areas, based on differing
characteristics.”   

Consequences of Data Bias 

One interviewee raised the importance of equipping national security
personnel with information on how biased information can impact their
conclusions. For example, one interviewee stated that “before 2013/2014,
women were not considered when analyzing terrorist or ideologically
motivated threats.” 

One way bias in data management manifests in the national security context is
the excessive policing of some groups over others. Under Canada’s Passenger
Protect Program, an air security program that prevents individuals who pose a
potential threat to air security from boarding a plane (Government of Canada,
2021), it is estimated that more than 100,000 Canadians have the potential to
be adversely affected from false-positive screenings because of similar names
(No Fly List Kids, 2017). This number reflects a substantial number of individuals
who may be subject to unintended harm.  
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Law enforcement and security agencies in Western democratic contexts have
a well-documented history of causing disproportionate harm to marginalized
communities and people of colour through practices such as excessive
surveillance, detainment, and violations of constitutional rights. While there
has been some progress toward more equitable, progressive practices, such
groups still face a disproportionate risk of harm due to persistent structural
discrimination and historical biases deeply embedded within the institutional
systems of public safety and security agencies.

With regards to racial or ethnicity-related bias, for example, a commonly
shared sentiment from our interviews was that Black and Brown communities
often experience greater levels of targeting by law enforcement and security
agencies due to assumptions about their involvement in crime or terror-related
activities. This leads to their over-representation in databases and datasets that
subsequently inform the deployment of data-driven tools and methods aimed
at predicting future crimes or acts of terror. In Canada, Black, Indigenous, and
other racialized communities are more likely to experience racial profiling and
questioning by police officers. They are also more likely to be added to
databases regarding suspected gang affiliations or as persons of interest, which
in turn arbitrarily increases their likelihood of arrest or detainment in
connection with suspected criminal activity (Robertson, Khoo, and Song, 2020).
In other democratic contexts such as the United Kingdom, expanded anti-
terrorism legislation following the 9/11 and 7/7 attacks led to increased
surveillance and intelligence gathering on British Muslims and South Asians,
further reinforcing systems of discrimination, marginalization, and
victimization against their communities (Mythen, Walklate, and Khan, 2009).
These trends are harmful to racialized groups as they institutionalize negative
perceptions regarding their communities. As one interview participant noted,
the more police and security agencies target such communities, the more they
are put at risk of being viewed as inherently nefarious and suspicious, thus
further marginalizing them.   

Biased data is also understood among community groups who identified as
persons of colour as having implications for their access to resources. For
example, in British Columbia (BC), there was insufficient monetary support for
the Black community to offset the effects of the pandemic. Looking at
marginalized groups such as Blackness as a monolith creates issues for
effective service delivery. Within each marginalized group, there could be 
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further marginalization across other identity indicators such as able-
bodiedness, sexual orientation, or single-parenthood. The gaps in
disaggregated data collection, as evident in this specific example, demonstrate
how gaps in (disaggregated) data collection create systemic erasure. This
marginalization points to a policy endemic issue of systemic, disproportionate
resource allocation for communities of colour. 
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Stage Definition ExamplesRisk

Planning Decision-making to
inform the collection
and operationalization
of data.

Black, Indigenous, South
Asian and other
communities that have
historically been unfairly
targeted by data-driven
technologies often report
a lack of awareness or
consent to their data
being collected by
security/intelligence
agencies. 

Lack of consultation with
external communities at
this stage increases the
risk of perpetuating
harmful outcomes at
downstream stages due
to the exclusion of
perspectives to counter
internal biases within
organizations/leadership.  

Collection Gathering and
measuring information
on variables of interest
in a systematic fashion
to evaluate/predict
outcomes.

The deployment of
surveillance technology
by security agencies is
not often evenly
distributed, as it favours
non-White communities
that are perceived as
likely to harbor threats.
Non-White communities
are also more likely to
experience practices such
as carding as part of
intelligence gathering by
police departments. This
leads to those
communities being
overpoliced/securitized. 

The methods used to
collect data (social media
scanning, facial
recognition, biometrics,
etc) can be impacted by
bias that leads to the
overrepresentation or
underrepresentation of
various groups in
databases.   

It is critical to uncover how bias intrudes into data management practices
and what the consequences of this intrusion are in the national security
context. Using a data lifecycle approach allows us to map out at what
points bias is intruding and understand that these technologies are an
end, whose use is informed by certain biases and assumptions. 

DATA LIFE CYCLE
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Processing The process of
manipulating data from
its raw from into usable
information. 

The annotation of raw
data is often influenced
by stereotypical
correlations and social
biases in terms of race,
gender, etc. For example,
information collected
from Black/Brown
communities is more
likely to be correlated
with gang/terrorist
activity. 

Bias at this stage can
lead to inaccurate
interpretation/representa
tion of data collected
from communities that
enables harmful action
against those
communities when the
data is operationalized.

Analysis Generating insights
from data and using
findings to inform
policy.

When government and
security agencies
develop national security
or crime policy, they
often target non-White
communities based on
subjective information
that these communities
are more likely to
engage in criminal
behaviour (for example
drug enforcement
policies, immigration
restrictions, etc.)

Individual or institutional
bias can lead to subjective
interpretations of data
against various social
groups and result in
disproportionate harm or
the exacerbation of
inequalities. 

Application The operationalization
of data in advanced
technologies or other
applications.

Biometric scanning and
facial recognition
technology in airports
have been shown to flag
travellers from non-White
communities as potential
risks. 

Technologies that are
trained with biased data
can cause harm against
communities when they
are applied in the field.  

Retention The protocol within an
organization for
storing data for a
specified period for
operational or
regulatory
compliance needs. 

Institutions and agencies
have often collected data
from marginalized
communities without
proper transparency
around how long their
data will be held and who
will have access to it. This
has led to violations of
community privacy and
harm to communities for
example when sensitive
data is made public
through freedom of
information (FOI) requests. 

The longer data is stored, the
more likely it is to be exposed
to data breaches and also re-
used in applications that go
beyond the original purpose
behind the collection of that
data. This particularly impacts
marginalized communities
that share data with
government agencies without
knowledge of how their data
may be shared internally and
repurposed.  
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A key theme from our research and fieldwork interviews was the importance of
accountability in governing the collection and use of data by intelligence
agencies. Accountability with data management applies both internally within
the structure of an organization and externally in terms of the various
obligations of that organization to members of the public whose personal data
it collects. Accountability also encompasses transparency in terms of how
organizations disclose information about the data they collect, the way they
operationalize data, and the impacts generated by their use of data. Strong
accountability measures contribute positively to mitigating the presence of
bias and risks of harm from the collection and use of data. They do so by
helping prevent the exploitation of data, refining the quality of data, and
incentivizing careful consideration of potential risks or harmful impacts from
data-driven decisions. By mitigating these issues, good standards of
accountability and transparency also have a value-added benefit of
strengthening public trust in the ability of government agencies to handle data
responsibly, ethically, and with adherence to democratic principles. Without
good standards, citizens within democratic contexts are less likely to trust
government agencies that hold their data because they neither understand
nor feel consent to the decision-making processes that inform the collection
and use of their data. This in turn leads the public to feel naturally suspicious or
unsafe, particularly with agencies that engage in surveillance and have the
potential to cause harm with their data (Parsons, 2020). In an interview our
team conducted with an official from CSIS, the interviewee affirmed that it
would be ideal for the Service to have a clear social contract with Canadians
regarding how it collects personal/private data, the authorities which enable
data collection to occur, as well as how data is kept or destroyed. This
sentiment highlights positive will within the Service to be more accountable to
Canadians by improving transparency around how it uses private data, thus
improving public trust in the process.  

There are good internal accountability practices within the Government of
Canada that regulate the use of data by public agencies such as legislative 

ACCOUNTABILITY
The Role of Accountability Within Data Management: Internal and
External Dimensions 



Building Public Accountability in Data Management: The Case
of Estonia 

The Government of Estonia can be considered as a model case that not only
highlights the value of adopting strong, formalized internal accountability
measures to govern the use of data but how good transparency and public
engagement practices promote ethical data use and public trust in public
agencies. In the wake of a series of cyber-attacks on the public information
infrastructure, the government established the Estonian Information System
Authority (EISA) to enforce common data security practices across government
departments. These practices include the Estonian information security standard
(E-ITS), a mandatory information security standard to ensure all government
departments have a baseline data protection system (Republic of Estonia
Information System Authority, 2022). The Estonian Government also made a
concerted effort to be transparent with the public about the extent of the cyber-
attacks on its information infrastructure and source feedback from citizens
regarding measures to improve the security of their data. These combined
efforts successfully improved the cohesion of internal accountability standards
within the government, and improved trust by the people of Estonia in the
government’s data management and governance processes (Priisalu and Ottis,
2017).  

2 2

controls (Privacy Act, CSIS Act, etc.), review agencies, and AIAs. However, policy
endemic challenges include formalizing the level of risk assessment within
security agencies such as CSIS to regulate the use of new and emerging
technologies, as well as a lack of sufficient transparency with the public
regarding the processes and protections that govern the use of data. 

Internal Accountability: Legal and Technical Frameworks 
 
Internal accountability frameworks are essential for public agencies that work
with data given the rapidly increasing sophistication of data that is collected
and the proliferation of data-driven advanced technologies, tools, and
methods. Such frameworks are particularly important for security organizations
given the sensitive nature of the data they work with as well as the focus of
their work on anticipating and intercepting emerging threats to the public and 
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national security. From a policy endemic perspective, as data-driven
technologies such as artificial intelligence (AI) and machine learning systems
grow more complex, so does the risk of harmful outcomes from the use of such
technologies. An interviewee from an academic think tank for example noted
that the risk of poisoning datasets in the national security sector can impact
the way defense systems managed by AI or machine learning systems are
deployed. This could lead to dangerous outcomes particularly when those
systems are released on a large scale. There is thus a continued need for
security agencies to follow strong internal accountability measures that
promote ethical, lawful, and responsible data management practices to
prevent unintended harm. 

Internal accountability with regards to data management by national security
agencies usually involves the use of legal and technical tools to regulate factors
such as how much data these agencies can collect, the type of data they can
collect, the sources they collect their data from, and potential risks from the
use of that data. The  CSIS Act stipulates specific accountability obligations of
the Service regarding its data practices, for example in the requirement of
judicial authorization for retention of Canadian datasets (section 11.13) as well
ensuring actions by the Service to respond to threats are “reasonable and
proportional”, and do not cause unneeded harm to third parties or infringe on
their right to privacy (section 12) (Justice Laws Website, 2022).    

As the data collection capacity of security agencies such as CSIS continues to
expand through the use of emerging technologies, it will be useful to continue
to consider policy endemic issues such as how to ensure respect for the privacy
of communities within Canada. This for example involves the question of how
to maintain adherence to existing legal protections granted to members of the
public regarding their right to privacy. The Privacy Act obliges government
agencies to respect the individual privacy of Canadians by, for example
preventing the indiscriminate collection of personal information. The Privacy
Commissioner, a position appointed by the Parliament, also acts to advocate
for the privacy of Canadians as enshrined within the Privacy Act (Office of the
Privacy Commissioner,  2015).    
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Another avenue of internal accountability with regards to the use of data by
Canada’s national security agencies exists through the responsibilities of the
National Security and Intelligence Review Agency (NSIRA). NSIRA possesses a
mandate to inspect the activities of CSIS, the Communications Security
Establishment (CSE), and the national security and intelligence work of all
other federal departments and agencies. To enable the exercise of its duties,
NSIRA possesses unrestricted access to classified information controlled by the
agencies it reviews. The statutory powers granted to NSIRA come from the
NSIRA Act, which enables the agency to access information freely and conduct
reviews independently (NSIRA, n.d.). NSIRA has conducted various reviews of
CSIS regarding aspects such as the Service’s threat reduction activities, its
relationship with police departments during investigations, as well as the work
of the CSIS Internal Security Branch. In 2019, NSIRA released findings from a
review of the Service’s use of geolocation data and noted a risk regarding the
potential breach of section 8 of the Charter concerning protections against
unreasonable search and seizure (NSIRA, 2019). To mitigate this risk, NSIRA
recommended the provision of continuing legal support through the
Department of Justice to ensure that any use of technology by security
agencies for applications such as the collection of geolocation data is legal.
Another recommendation within the report is for the development of policy to
incorporate risk assessments “when information collected through new and
emerging technologies may contain information in respect of which there may
be a reasonable expectation of privacy” (NSIRA, 2019, p.16). 

The Government of Canada also mandates the use of an AIA in the use of
automated decision systems by government agencies. AIAs help public
agencies perform risk assessments to determine potential short- and long-
term impacts from the deployment of automated systems. They can be
particularly useful for identifying and mitigating bias within data management
processes by providing a framework for agencies to evaluate the risk of harmful
outcomes from the collection and use of data belonging to different
communities (Reisman et. al, 2018). A key element within AIAs is the
requirement for third-party review via consultation with public stakeholders to
generate feedback on the design and purpose of automated systems. The
Canadian government’s AIA tool, facilitated by TBS, provides questions around
aspects such as the risk profile, decision-making, and nature of data used
within an automated system (Government of Canada, 2021). In an interview
with a representative from the Treasury Board, the participant 
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mentioned that a key limitation of the AIA is that its scope only currently
applies to administrative decision-making within government, therefore
cannot cover use cases such as the collection of data by agencies such as CSIS
or the use of AI to inform policy. However, their department remains prepared
to provide technical and funding support to government departments that
wish to incorporate impact assessments in their work.   

External Accountability: Transparency, External Review, and
Building Public Trust 
 
External accountability measures regarding the management of data by public
agencies encompass transparency over how personal/private data may be
collected, used, and protected. Transparency can also involve accommodations
for the public to consent to the use of their data, as well as feedback loops for
stakeholders to provide input on the internal data management processes
used by public agencies. These factors collectively contribute to fostering an
environment of trust by the public in the use of personal data by government
agencies. Regarding the issue of consent, the Office of the Privacy
Commissioner (OPC) has stated that “organizations are generally required to
obtain meaningful consent for the collection, use, and disclosure of personal
information” (Office of the Privacy Commissioner, 2021). The OPC has also
provided principles to organizations regarding consent as reflected in
legislation such as the Personal Information and Electronic Documents Act
(PIPEDA). One of the key recommendations within these principles is for
organizations to constantly be ready to demonstrate compliance with
accountability measures such as consent standards in response to inquiries
from regulators or the general public. The OPC also explains the importance of
consent given the sensitivity and risks from the use of certain forms of personal
information by organizations such as ethnic/racial origins, political opinions,
genetic and biometric data, sexual orientation, and religious beliefs. Although
the level of confidentiality CSIS requires in its work makes obtaining express
consent difficult when collecting data, it can still be useful for the Service to
consider how to extend agency to various communities regarding their data by
engaging in public consultation processes and openly sharing information with
the public on how their data is protected within the Service. 

https://www.priv.gc.ca/en/privacy-topics/privacy-laws-in-canada/the-personal-information-protection-and-electronic-documents-act-pipeda/
https://www.priv.gc.ca/en/privacy-topics/privacy-laws-in-canada/the-personal-information-protection-and-electronic-documents-act-pipeda/
https://www.priv.gc.ca/en/privacy-topics/privacy-laws-in-canada/the-personal-information-protection-and-electronic-documents-act-pipeda/
https://www.priv.gc.ca/en/privacy-topics/privacy-laws-in-canada/the-personal-information-protection-and-electronic-documents-act-pipeda/
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Measures that promote external review of data management processes, tools,
and methods can also help reduce bias particularly when feedback is provided
by diverse groups that are at greater risk of harm from the use of their data by
public agencies.   The national security sector is uniquely positioned in this
conversation given the expectation of confidentiality within its work. However,
a lack of sufficient transparency and engagement with diverse communities
over the collection and use of data by intelligence agencies can erode the trust
of the public in the ability of agencies to work with data in a responsible
manner. In 2020, the OPC commissioned a survey of Canadians on privacy-
related issues. Within the survey, 53% of Canadians disagreed that the
Government should have powers to collect personal information as part of
intelligence work. In addition, 59% of Canadians responded no to giving up
some personal privacy to allow the Government to conduct intelligence work
(Office of the Privacy Commissioner, 2020). These results highlight a
considerable level of distrust by the public regarding the data practices of
Canada’s security agencies. Applying a policy forward lens to understand the
results is also useful in this case because their implication is that for reasons of
legitimacy, security agencies will need to invest more in building trust with
Canadians as they continue to utilize more sophisticated methods to collect
and use data to respond to evolving threats against Canada’s national security.   

An overemphasis on confidentiality, particularly when the underlying reasons
are unclear, negatively impacts the relationship between security agencies and
the communities they serve and protect. Interview participants noted that
people presume the worst without sufficient information and that to hold back
information due to privacy concerns or to release surface-level data without
context only leaves room for more questions. 

In addition to this, participants further noted that it would be constructive for
national security agencies to be more open to review from external
stakeholders, and for the results of those reviews to be shared in a summary
format with the public rather than for such agencies to be exempted in a
blanket fashion from various review processes. One interviewee for example
suggested that instead of maintaining a total wall around their practices,
national security organizations can instead explore “windows and doors for
more transparency.” This sentiment is shared by officials within CSIS, as
interviewees from within the Service also mentioned that there is internal
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support for increasing transparency and sharing more information with the
public to show how it uses data responsibly. At the same time, multiple
interviewees did affirm that national security organizations such as CSIS need
to maintain some level of confidentiality with regards to the data it collects to
protect the privacy and safety of Canadians. However, an area of compromise
could be for the Service to explore how it can be more transparent regarding
the policies and processes that inform its collection and use of data. 

"Ultimately, we do need a wall between intelligence and society, but it
can't be a total wall. We need windows and doors where conversations

can take place."
 

- Dr. Stephanie Carvin 

A potential avenue that the Service can explore to strengthen transparency
with its data policies and processes is to provide space for external
stakeholders from diverse communities to audit internal data management
systems, tools, and methods.  To avoid potential risks such as privacy or
confidentiality breaches, these audit channels can focus primarily on the
upstream stages of data management such as the decision-making processes
that determine how data is collected and used rather than the content of data.   
In our interviews, several participants both external and internal to CSIS
expressed support for more third-party audits of the processes that underpin
data collection within the Service to help improve the strength of its data
governance system.



Promoting Public Engagement in Identifying Potential Harm by New
Technologies: The Algorithmic Equity Toolkit
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F I G U R E  1 .  T H E  A E K I T  F L O W C H A R T  
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In the United States, an Algorithmic Equity Toolkit was developed as part
of a participatory design process involving stakeholders from organizations
and academic institutions such as the American Civil Liberties Union of
Washington, the Digital Life Initiative at Cornell University, and the School
of Information at the University of Michigan. The toolkit provides a
framework for community members to identify whether a particular
technology relies on AI and to interrogate risks of algorithmic harm and
bias within that system. 

An added benefit of the toolkit is the flexibility within its design to
encourage users to identify potential harms not only within technologies
used by law enforcement or security agencies but also within other sectors
such as transportation, housing, etc. (Krafft et. al, 2021). Adoption of tools
such as the AEKit has the double-sided benefit of allowing communities to
better protect themselves from potential harm by helping public agencies
adopt data-driven technologies in a more ethical manner. Additionally, by
incorporating this form of public engagement to inform their data
management practices, government agencies can also strengthen their
systems of transparency and external accountability as well as improve
public trust. 



Strengthen internal accountability obligations by
implementing a holistic risk assessment process similar to
the AIA tool to govern the collection and use of data
particularly with new and emerging technologies. 

Strengthen external accountability and transparency by
expanding public disclosure of information such as policies
behind the collection of personal/private data by the
Service, how the use of the data is regulated, and
outcomes from the use of data. 

Explore avenues to incorporate greater audit of the
processes behind the Service’s use of data by diverse
communities through consultations and frameworks such
as the Algorithmic Equity Toolkit. 

SUMMARY OF RECOMMENDATIONS:
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To mitigate bias in data management, it is important to develop an internal
organizational culture that understands the impacts of bias on marginalized
communities and integrates bias-mitigation practices into the development of
digital literacy skills. Using the policy forward lens, we recognize that salient
data management issues may bring stakeholders together or instigate new
learning processes. However, if they are not rooted in an understanding of
endemic issues, they are likely to be short-term and have comparatively less
impact on organizational culture. Addressing these issues requires a longer-
term approach. Furthermore, an understanding of endemic data bias issues
enables organizations to be effective at recognizing policy windows for
organizational change.  

During fieldwork, we focused on methods of learning about bias, what
channels exist to understand it, and what strategies exist to constantly work to
mitigate it. In our understanding of this theme, we were cognizant of different
definitions of bias. One example is that an interviewee preferred to use the
term “performance differential” rather than bias because the latter emphasized
human nature rather than the technical aspect. This desire to make a
distinction between humans and technology implies a difference in
understanding of who was responsible for data bias. As such, we found it
important to further delve into how people developed their understanding of
bias and how this connects to data management. We identified key avenues to
promote understanding of bias and connected this to the current efforts of the
Service to improve diversity, equity, and inclusion.  

The following are three key avenues we identified: 

The Resurgence of DEI Initiatives Due to Key Political Events 

From our interviews with individuals from marginalized communities,
questions over data bias were framed as a policy endemic issue and the 2020
reckoning was seen as a long-overdue wake-up call. 

LEARNING PROCESSES 
 Culture Change and Digital Literacy
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This long-term view would be valuable insight to harness in designing learning
processes that address any data bias. 

When analyzing the impact of 2020 through a policy forward lens, it
underscores how the political saliency of this moment brought the
marginalization faced by the Black community to the forefront. However, it is
also concerning that it implied a beginning point for the conversations on
racial bias in data as the communities we spoke to did not reference it as the
start point. In Design Justice, Sasha Chock explores how narratives around
social movements influence design processes noting that one of the “most
powerful” outcomes of the interaction of these concepts is “how we frame the
problem” (Constanza-Chock, 2020). Framing the 2020 racial reckoning as a
current moment rather than an illustration of long-term endemic
marginalization changes how we may view its importance. For example, if
issues around marginalization are understood as endemic, this can encourage
a deeper investigation into data management processes and bias mitigation.  

When conducting interviews for this research, five participants out of the
sixteen in total brought up either the 2020 racial reckoning or referenced
George Floyd when referring to a shift within their department or workplace
towards addressing the issues of equity and inclusion. For example, during an
interview with a GBA+ instructor, they described how this trend was also
apparent with gender-sensitive training since there was a resurgence of
interest in GBA+ after 2020 even though it was already a government-
mandated tool. Our assessment of this resurgence is that it provided a
politically salient moment to re-examine how data bias reinforces
marginalization. It is imperative that learning from marginalized communities
on a long-term basis is part of the design of the data management process in
the national security context.  

Employee Networks and Leadership 

The BIPOC and Women’s Network within CSIS were both described by
respondents as steps towards inclusion and support for marginalized groups
within the service. The Women’s Network was developed to inform on
gendered issues, diversity, and career advice, and the BIPOC network has been
meeting with the CSIS Director in small groups to discuss experiences of
working within the Service (Tsalikis, 2020). Additionally, these networks also
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function as a source of community and support building. 

Across departments, when government leaders met consistently with
representatives of these employee networks, this was a positive indicator that
key issues were receiving attention from leadership. Leaders play an important
role in supporting anti-bias learning plans and initiatives both within CSIS and
other federal agencies. An example would be the account that the ministers in
government were a key focal point in the ask to re-examine how
disaggregated data may help further understand the plight of marginalized
communities. Additionally, leadership can influence employee learning
pathways to emphasize understanding bias, marginalization, and data
management. This can be achieved through Individual Learning Plans which
include mandatory and optional training courses offered by the Government of
Canada and are discussed between managers and employees. 

Although leadership seemed to play a vital role both in resource allocation and
prioritization of equity lenses, initiatives such as learning plans or diversified
hiring approaches did not tell us much about how leadership was stepping up
to the task of learning about endemic bias in data. For example, accountability
on learning plans was always described as a discussion with a manager or a
superior. Since leadership was implied to be crucial to how equity networks
organize or how learning plans adapt, there is a need to pay particular
attention to how internal leadership constantly keeps abreast of and adapts to
the knowledge of data management bias to ensure they continue to create
conducive environments for learning to occur. 

Anti-Bias Training as a Component of Digital Literacy 

The definition of digital literacy has remained complex and fluid, as the term
continues to evolve as technological advances and global digitalization
continues (Bejaković, & Mrnjavac, 2020). Rather than a set of hard skills, the
definition of digital literacy repeatedly falls under the idea of competence and
systems understanding in relation to technology and the digital world and how
these systems function within legal and ethical constraints (Bejaković, &
Mrnjavac, 2020). Therefore, digital literacy needs to be thought of in an
expanded way, more towards systems thinking and competencies rather than
only defined as hard technical skills. This expanded definition of digital literacy
would therefore include anti-bias measures and DEI values.  
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Throughout the expert interviews, many participants also referenced the value
of individual or departmental training on the topics of bias and digital literacy
as crucial for their position. GBA+ was often referenced during interviews as a
training policy that was important to create a standard of understanding
amongst departments on how to incorporate a gendered lens throughout
planning processes and decision-making.  

The Canadian government has worked to mainstream GBA+ across all
departments, programs, and planning processes at all levels (WGEC, 2021). The
history of the framework draws on previous feminist foundations and in 2012
added the “plus” to encompass an intersectional lens (Christoffersen &
Hankivsky, 2021). However, there is still a long way to go in making lessons from
GBA+ mainstream and to fully incorporate the “plus” (an intersectional lens) in
decision making processes (Christoffersen & Hankivsky, 2021).  

Information and data literacy 
Communication and collaboration 
Digital content creation 
Safety 
Problem-solving 

A Holistic Approach to Digital Literacy 

One framework for digital literacy is the Digital Competence Framework from
the European Commission, which considers social well-being, privacy, and
inclusion. Its five competencies are briefly stated below: 

1.
2.
3.
4.
5.

The framework offers a more holistic approach to teaching digital literacy, as it
brings in ethical considerations alongside the necessary technical skills. For
example, the competency of “safety” refers to the protection of privacy,
awareness of well-being, and social inclusion. Additionally, “problem-solving”
refers both to competency around being constructive and reflective, traits that
would assist with understanding downstream impacts of data that may not be
immediately obvious. These principles are transferable to the Service as it aims
to improve bias mitigation in relation to data management. Expanding digital
literacy competencies has also been identified as a concern across the
Government of Canada for the public service, and this will continue to be a
topic of interest in the coming years (GoC, 2017).  

https://joint-research-centre.ec.europa.eu/digcomp/digital-competence-framework-20_en
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Additionally, interviewees across departments were familiar with GBA+ but
suggested that the incorporation of an intersectional framework was not as
developed. For example, multiple identity factors would be analyzed in
separate considerations and categories. We found evidence of this in the ways
in which our interviewees discussed marginalization often making the
distinction between initiatives on gender and racial equality. 

In contrast to this, however, a community group providing pandemic-related
economic relief to a marginalized community consciously used an
intersectional lens to analyze how their own response accounted for gender,
age, disability, or class. This intersectional view was important for them in
determining those who may face double marginalization and may need further
assistance and resources throughout the pandemic. This lens is valuable for
those engaged in data management processes, as they can refine their
knowledge of how groups are impacted and better respond. 

It is important to apply an intersectional lens of analysis when conducting an
impact assessment of data management processes. For example, when
undertaking the principle of “safety” as defined above in the digital literacy
competency framework, an intersectional lens is vital for understanding social
inclusion and assessing impacts on multiple identity factors.  

However, there is progress on this within the Service, through the presence of a
variety of initiatives such as the Call to Action on Anti-Racism, Equity, and
Inclusion, and through workshops and events. An example of fostering this
culture of reflection was in 2020 when CSIS hosted its first Expert Symposium
on Addressing Unconscious Bias, Diversity, and Inclusion in National Security
meant to be an annual event. At this event, panelists broke down the “plus” in
GBA+ to discuss how intersectionality can be further understood. Therefore, it is
important to continue this momentum and incorporate anti-bias
understanding into digital literacy competencies.

https://www.canada.ca/en/privy-council/corporate/clerk/call-to-action-anti-racism-equity-inclusion-federal-public-service/letters-implementation/2/canadian-security-intelligence-service.html
https://www.publicsafety.gc.ca/cnt/rsrcs/pblctns/gba-smpsm/index-en.aspx
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Transparency in how internal leadership learns about data
management bias to ensure that they are best placed to
offer support to employee networks on equity and
employees’ Individual Learning Plans. 

Engage marginalized community representatives to help
cultivate a culture of reflection that is responsive to bias
and incorporates an intersectional lens and lessons learned
to address policy endemic issues. 

Ensure that engagement and learning from marginalized
communities is a long-term goal or adopted on a long-
term or permanent basis to emphasize commitment to
organizational culture change and systemic approaches
rather than one-off interventions. 

Digital literacy: Using internal Individual Learning Plans to
advance knowledge on diversity, equity, and inclusion with
data management. CSIS would also need to examine if this
could expand to departmental support, as one interviewee
from within CSIS referenced a need for “one-on-one
department support” to ensure departments conform to
standards and directives. This is an internal process change
that CSIS may want to investigate further.

Integration of digital literacy courses into Individual
Learning Plans offered through Government of Canada
Learning which would provide a standard foundational
understanding Service-wide. 

SUMMARY OF RECOMMENDATIONS:
  



The increasing amount of data collected on citizens is held in the jurisdictions
of provinces, cities, and the federal government. Several interviewees reiterated
that the Westminster system of government, which Canada is modeled after,
provides for different governmental departments and agencies to be siloed and
has allowed for flexibility in creating standards on how data is collected and
shared. This is not conducive to cross-departmental collaboration and
information-sharing on the issues of bias and ethical data management. This
topic came up in nine of our interviews, with interviewees citing a need for
increased interoperability. While the term interoperability was originally
defined within the information technology sector to refer to the ability of
computer systems to exchange and make use of information, the term has
evolved to take into consideration broader social, political, and organizational
factors. Taking this into account, we are using interoperability as the ability of
systems to exchange and use information (Leal et al., 2019).  

Multiple government respondents indicated that there is a need to increase
avenues of communication across departments to increase information-
sharing on questions around data management and conversations on how to
remedy biases that have been ingrained within the system. Improving
information sharing between agencies can help ensure standards on good data
governance are more formalized and compatible across departments. 

Although CSIS operates within the national security sector, which has special
exemptions and is seemingly separate from other governmental operations
and service delivery, our conversations with various government officials
revealed that challenges stemming from the policy endemic issues we defined
earlier are occurring across government. Particularly, on the  Directive on
Automated Decision-Making, TBS engaged with other agencies under the
Ministry of Public Safety such as the Canada Border Services Agency (CBSA)
and the Royal Canadian Mounted Police (RCMP), but CSIS was not involved in
these consultations. 
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FRAGMENTATION ACROSS
GOVERNMENT DEPARTMENTS 
Avenues for Interoperability



By shifting this mindset, CSIS reaffirms its mandate to ensure a safe Canada,
and allows for engagement with other departments to leverage existing
practices, while adapting them to the fit within the national security context. 
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Interoperability in New Zealand
In New Zealand, the Chief Data Steward, Chief
Digital Officer and Chief Information Security Officer
work under a partnership initiated by the
Government Chief Digital Officer in 2015. The
partnership also includes more than 20 agencies
across government and 55 senior leaders. A
partnership that houses the functions of data,
security and digitalization enables a cross-sectoral
conversation on the ways in which data can be
leveraged but also what the emerging concerns and
risks are.   

STATISTICS CANADA

We identified Statistics Canada as a key avenue for interoperability. This
emerged from an interview where one respondent saw Statistics Canada as an
underutilized asset in the context of data management. As an organization,
Statistics Canada has rigorous standards, practices, and mechanisms for
ethical data management. Specifically, a representative from Statistics Canada
highlighted the Necessity and Proportionality Framework as a critical practice
to ensure a high-level of ethics in data management. This relates directly to
section 12 of the  CSIS Act, which states that data will only be collected to the
extent that it is strictly necessary. 

Therefore,  it is useful for CSIS to think of themselves as part of a broader
federal ecosystem that is working to overcome systemic issues that may 
 cause harm to certain groups when either seeking service or protection from
the government or may prevent them from doing so.

"In terms of thinking through how to use data responsibly,
Statistics Canada is an asset that should be used more."

 

- Dr. Christopher Parsons 

Interview participants
highlighted multiple
initiatives across government
that CSIS can leverage to
increase its efforts to foster
cross-departmental
collaboration to overcome
policy endemic issues. We see
the potential for exploring
increased interoperability
with the following agencies:
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TREASURY BOARD SECRETARIAT OF CANADA

From our findings, we identified two directives that demonstrate the potential
to increase interoperability between CSIS and the Treasury Board Secretariat. 

First, the Directive on Automated Decision-Making aims to address bias by
monitoring and ensuring data quality, i.e., data that is accurate, recent, and
peer-reviewed. One interviewer noted that in the context of CSIS, the directive
does not necessarily align because the nature of the organization is grounded
in data collection versus decision-making; however, as CSIS moves to adopt
automated decision-making and advanced analytical tools to assist in its
operations, there is room to incorporate some of the principles of this directive
into CSIS’ operations.

As mentioned earlier in the report, an AIA helps determine the impact level of
an automated system, which takes into consideration system design, the
algorithm, decision type, impact, and data. At each of these levels, it is critical
for CSIS to consider how bias could intrude on each factor. 

Formalizing this reflective check has the potential to ensure that precautions
are taken to reduce any harm that may occur to individuals and communities,
thereby mitigating the perpetuation of policy endemic issues. This also aligns
with the Organization for Economic Cooperation and Development (OECD)
Good Practice Principles for Data Ethics in the Public Sector, which reiterates
the specificity around the purpose of data use and self-assessment and
reflection tools to help define boundaries across the various aspects of the data
lifecycle (OECD, 2021). 

Another important finding from a Statistics Canada representative is the
recognition that data must be informed by context. This principle can help
individuals understand how to measure the quality of both the data, and its
source. There is a clear opportunity for synergy between Statistics Canada and
CSIS to strengthen these definitions and frameworks to ensure the Service’s
data management approaches are in line with ethical data management
practices that reduce bias throughout the data lifecycle, which will lead to
reduced harms towards historically marginalized groups.
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OECD GOOD PRACTICE PRINCIPLES FOR ETHICS IN THE PUBLIC
SECTOR

Adopt inclusive and collaborative approaches to designing data policies, strategies, and
initiatives – reinforcing the ethical use of data in the public sector 
Build consensus on how to foster public trust in practice in the context of data
management 
Agree on trustworthy data management practices based on shared values  

The move towards digital government, increased data flows, and the difficulty of creating
cross-border governance structures for data highlight the need for more granular policy
guidance on the ethical implications of accessing, sharing, and using data (OECD, 2021). The
emergence of new technologies has the potential for an exponential increase in data
generation and use from digitalization of different aspects of society. This expands the
possibilities for data analytics, with governments leveraging digital technologies to improve
and streamline government functions, inform the design and delivery of improved policies
and services, and automate decision-making processes through the use of algorithms
(OECD, 2021).   
 
The Good Practice Principles were produced by the OECD Working Party of Senior Digital
Government Officials (OECD, 2021). These ten principles outline common actions for OECD
members to follow, which place human rights and values at the core of digital government
and data policies, strategies, projects and initiatives (OECD, 2021). 

Through the development of values-based guidance governments are able to: 

Second, the Directive on Privacy Impact Assessment provides direction to
government institutions on how to evaluate the privacy impacts of programs or
activities that deal with personal information. This directive makes it mandatory
for a governmental agency to document, publish, and maintain a privacy
impact assessment for any program or service that could impact privacy rights.
The increasingly complex web of data and technology creates concerns for
privacy, especially the use of surveillance technologies. In particular, the
complexity of national security work and the necessity to collect information on
potential threats allows for the intrusion of privacy of suspicious individuals or
entities. If biases are not mitigated prior to data collection on certain suspicious
individuals, then there is the potential for historically marginalized groups to
experience disproportionate harm. Incorporating a privacy impact assessment
before utilizing advanced analytical tools in national security, at both the
individual and community level can pre-emptively mitigate any harm that may
be experienced by historically marginalized communities. Formalizing privacy
impact assessments with privacy protection at the forefront ensures that
privacy protection is proactively considered and implemented before engaging
in any data collection activities (Cavoukian, 2012 as cited in Strauss, 2019).
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Conformity to certain standards can help build trust, especially when they are
grounded in values of trust, collaboration, and consensus. Building trust with
communities through meaningful and inclusive engagement on standards
development provides an avenue for which policy endemic issues can be
overcome.  

One respondent from the Standards Council of Canada elaborated on the work
the organization is conducting with Indigenous communities through the Data
Governance Standardization Roadmap. As data sovereignty is a sensitive
subject for Indigenous communities, it is important to include these
communities in conversation circles to create standards that are inclusive of
the voices and perspectives of historically marginalized communities. In doing
so, standards act as a mechanism that encourages trust between departments
and other stakeholders. By developing standards for good data governance
that are reflective of the values and diversity of all Canadian peoples through
collaborative processes with various communities, standards provide a
common language to enable cross-departmental conversations on issues of
bias in data management practices.

Another way to increase interoperability is through standardization.
Standardization is an effective way to facilitate conversations between systems.
The fast-paced and innovative nature of data and technology pose challenges
for legislation and regulations on privacy, but as one respondent stated,
standardization helps build a bridge between the worlds of innovation and
regulation. This emphasizes the role of standards in helping discover what
absolutely must be regulated, and fosters conversations on what is a good
practice. Something to consider when implementing standards is the potential
for the reduction in nuance of lived experience. 

STANDARDS COUNCIL OF CANADA

"Standardization helps with interoperability. Systems need to talk
together."

 

- Interviewee (Government Official)
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SUMMARY OF RECOMMENDATIONS

Champion a shift in organizational culture that centres
reflexivity, collaboration, inclusivity, and ongoing
learning. These principles are a critical launch point for
the adoption of all other recommendations highlighted
in this report. 

Create formalized cross-departmental (Statistics
Canada, TBS, Office of the Privacy Commissioner,
Standards Council of Canada) working groups to share
how other agencies’ bias mitigation approaches and
principles for ethical data management have worked
to date and can be modified to fit the national security
context. Other stakeholders operating in the national
security context like those under the Public Safety
Canada portfolio like Correctional Services Canada,
CSE, RCMP, and CBSA, and the Department of National
Defence have guiding principles for data analytics and
ethical frameworks that could be integrated into these
cross-departmental working groups.

Increase avenues for information-sharing on how
standards for good data governance and bias
mitigation are being incorporated. 
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CONCLUSION
This study affirmed that security and intelligence often have to perform a
delicate balance between striving to be effective in their mandate to protect
and remaining accountable to the governance structures that provide their
mandates especially in a democratic context. Our research illustrated that this
is even more complex given the intricacies of the data lifecycle and the
endemic bias that is experienced and affect different stages of the data
management process. However, in the same vein we also demonstrated that
there is awareness of the need to mitigate the effects of bias in different
stakeholder groups.  

Recognizing this broad understanding is the first step for CSIS to reframe its
efforts at mitigating the effects of data management bias as part of a larger
ecosystem of stakeholders working on this issue. Seeing themselves as part of
this larger ecosystem helps spotlight the efforts happening across government
which overlap with the Service’s mandate as enshrined in the CSIS Act. Within
this action, there also exists an opportunity to re-think what protecting
Canadians means as per the mandate. This would include expanding the duty
to protect to include understanding the various vulnerabilities and resultant
effects marginalized communities have experienced due to bias in data
management practices historically.  

Build on existing accountability mechanisms by engaging marginalized
community voices both internally and externally. 
Bolster internal learning opportunities to incorporate digital literacy with
awareness of endemic data bias issues to shift organizational culture. 
Increase interoperability by improving avenues for information-sharing on
standards for good data governance and bias mitigation. 

With our scan of best practices from other contexts, literature review, and
interviews, we came up with various recommendations that can be
summarized as follows: 

We believe this offers CSIS a set of solid starting points to continue the work of
bias mitigation which centres an understanding of both endemic biases and
the strategies already in use in various contexts. 
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AOSE Academic Outreach and Stakeholder Engagement 

AI Artificial intelligence 

AIA Algorithmic Impact Assessment 

BIPOC Black, Indigenous, People of Colour 

CBSA Canada Border Services Agency 

CSE Communications Security Establishment 

CSIS Canadian Security Intelligence Service  

Data Bias the ways in which subjective assumptions regarding race, gender

and other social groups are embedded within the collection and application of

data

GBA+ Gender-based Analysis Plus  

NSIRA National Security and Intelligence Review Agency  

OECD Organization for Economic Cooperation and Development 

RCMP Royal Canadian Mounted Police  

TBS Treasury Board Secretariat of Canada
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