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About this Report 
Project Overview  
The Global Policy Project is an intensive capstone project for second-year students of 
the Master of Public Policy and Global Affairs program (MPPGA) at the University of 
British Columbia (UBC). This report was produced for the Canadian Security 
Intelligence Service (CSIS). This project was guided by CSIS’ Academic Outreach and 
Stakeholder Engagement branch in partnership with the Strategic Policy directorate. 
This project was supervised by Professors Andrea Reimer and Chris Tenove of the 
UBC School of Public Policy and Global Affairs.  
 
Project description  
CSIS’ core mandate is to investigate threats to the security of Canada (CSIS Act). 
These threats were first defined in 1984. Since then, the world has transformed 
significantly, and threats have evolved over time.    
 
The development of emerging and disruptive technologies like Artificial Intelligence (AI) 
can have great benefits for Canada’s prosperity. However, they can also be leveraged 
by hostile actors against Canada’s national interests.    
 
This project will seek to identify how threat-related activities enabled by AI technologies 
could be used to threaten Canada’s national security, how AI-enabled threat activities 
may challenge CSIS’ existing mandate and operations, as well as how AI-enabled 
threats and CSIS’ responses to them may have an impact on individual rights and 
freedoms.    
 
Project scoping  
The scope of this research project has been narrowed in three ways. First, the analysis 
is limited to threat-related activities enabled by AI technologies. In other words, the 
threat is not AI itself, but rather the threat activities enabled and exacerbated by AI. This 
is because pursuant to s. 12 of the CSIS Act, “the Service shall collect, by investigation 
or otherwise, to the extent that it is strictly necessary, and analyse and retain 
information and intelligence respecting activities that may on reasonable grounds be 
suspected of constituting threats to the security of Canada and, in relation thereto, shall 
report to and advise the Government of Canada” (CSIS Act, 1984). Additionally, 
pursuant to s. 12.1 of the CSIS Act: “if there are reasonable grounds to believe that a 
particular activity constitutes a threat to the security of Canada, the Service may take 
measures, within or outside Canada, to reduce the threat” (CSIS Act, 1984). Second, 
the report will not include military applications of AI because military operations fall 
under the jurisdiction of the Department of National Defense and not CSIS. Third, the 
focus of the report is on AI-enabled threats to Canada’s national security rather than AI-
enabled opportunities for CSIS to capture. The reason is that AI technologies have 
significant implications on Canada’s national security, especially when leveraged by 
adversarial actors.   
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Client Description 
 
The Canadian Security Intelligence Service (CSIS) is a vital agency within Canada's 
national security infrastructure. Its core mandate is to investigate activities suspected of 
constituting threats to the security of Canada, inform and advise the Government of 
Canada of these threats, and take measures to reduce these threats.    
 
The CSIS Academic Outreach and Stakeholder Engagement program supports 
initiatives from the Government of Canada and the public through hosting workshops, 
presentations, round-table discussions, commissioning open-source research, and 
participating in inter-governmental committees. These activities provide valuable 
insights to inform evidence-based decision making and policy development in 
government. Additionally, the program leads in coordinating a government-wide 
approach to academic outreach. The program is frequently consulted on the 
development and implementation of similar programs within Canada and 
internationally.  
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Executive Summary 
 
The core mandate of CSIS is to investigate threats to the security of Canada. CSIS 
derives its duties and functions from the 1984 CSIS Act, in addition to observing laws 
like the Privacy Act and the Canadian Charter of Rights and Freedoms. Since 1984, 
technological advancements have transformed the world significantly. One of the most 
rapidly advancing and disruptive technologies is Artificial Intelligence (AI). While AI 
enables opportunities for economic prosperity and societal benefits, it also enables and 
exacerbates three key national security threats.   
  
AI enables more sophisticated and impactful cyberattacks, increases the generation and 
spread of disinformation, and precipitates issues with open-source intelligence (OSINT). 
It can make cyberattacks more effective through faster identification of software 
vulnerabilities and more precise targeting of phishing campaigns. Utilizing bots and 
deepfakes, AI can create more believable fake content that will make it harder to 
distinguish between what is real and what is not. Declining costs for data storage and 
processing coupled with AI advancements renders OSINT activities more accessible. 
This increases both the number of non-state actors participating in intelligence 
gathering and the potential for errors to occur.   
 
CSIS’s intelligence cycle includes detecting, defining, analyzing, and investigating 
threats to Canada’s national security. AI-enabled threats are complex and continuously 
changing which presents several challenges to CSIS’s operations. AI-enabled threats 
make it more difficult for CSIS to interpret which of the four threat definitions in the CSIS 
Act are impacted, to operate under current data collection restrictions, and to effectively 
use the judicial oversight system which currently relies on one type of warrant.   
 
Whether AI is used for offensive or defensive purposes, it interacts with Canadian rights 
and freedoms such as privacy, equity & equality, freedom of expression, and security of 
person.  The proliferation of AI for threat activities or defensive purposes increases the 
need for large amounts of data which in turn increases risks for biases, as well as the 
increased need for transparency and accountability.  
 
Given the challenges posed by AI-enabled threats to CSIS’s mandate and operations, 
this report has identified 5 recommendations for CSIS to consider:  
 

1. Increase information sharing by enhancing the IT infrastructure.  
2. Upgrade Canada’s cybersecurity strategy by taking a multi-agency approach.  
3. Advocate for an amendment to the CSIS Act to include different types of judicial 

orders. 
4. Revisit funding requirements for hiring, training, and in-house AI expertise.  
5. Build collaborative public-private relationships with organizations developing AI 

technologies to keep pace with technological advancements.  
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Introduction 
 
The CSIS Act provides overall direction to CSIS in conducting its day-to-day operations. 
The Act was drafted in 1984 to respond to predominantly physical threats, rather than 
cyber threats. However, the threat landscape has evolved tremendously since the 
creation of the Act. Canada’s national security has been threatened by actors operating 
with modern technology. Amongst modern technologies, Artificial Intelligence (AI) is one 
of the most complex, powerful, and rapidly evolving technologies (Employees, CSIS).   
 
Problem Statement   
Given the development and deployment of AI in the modern threat environment, the 
following challenge has been identified:   
 
The implications of AI technologies within a national security context coupled with CSIS’ 
approach to threats within the framework of the CSIS Act may not allow CSIS to 
effectively address the dimensions of national security risks posed by threat activities 
enabled and exacerbated by AI technologies.  
 
Research Questions   
This report explores the following 3 key questions to address the identified challenge:   
 

1. How could AI-enabled technologies be used to threaten Canada’s national 
security?    

2. Within the framework of the CSIS Act, can CSIS effectively define, investigate, 
and protect Canada against AI-enabled threats given the emergence and 
proliferation of AI technologies?  

3. How do threat-related activities enabled by AI technologies interact with 
individual rights and freedoms? What legislation and best practices currently 
exist to address this interaction?  

 
Methodology  
To explore the 3 research questions, our team conducted a comprehensive literature 
review and 11 semi-structured interviews to investigate these themes.  
 
The literature review was comprised of 62 academic articles, 40 government 
documents, and 51 grey literature publications. Key pieces of literature include 
publications from Brookings Institution, Center for Security and Emerging Technologies, 
Oxford’s Future of Humanity Institute, Foreign Affairs magazine, several academic 
journals, and various government publications from CSIS, Public Safety Canada and 
the Canadian Center for Cyber Security of the Communications Security 
Establishment.  
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The literature highlighted the pace of AI advancement, its broad-ranging applications, 
and issues around its governance. The literature also revealed various ways in which AI 
could enable and exacerbate existing threat activities. Furthermore, the literature 
explored potential challenges that AI-enabled threats could pose to existing legislative 
authorities under the CSIS Act to respond operationally to the speed and scope of AI-
enabled threats. Additionally, the literature explored the interaction between AI-enabled 
threats and activities as well as the rights and freedoms of Canadians; it provided the 
academic, ethical, and practical backbone on which the analysis of these dynamics was 
conducted.   
 
The interviews provided crucial insight into AI’s foreseeable impact on Canada’s 
national security landscape. They also contributed valuable insight into AI’s potential 
implications on the way in which CSIS currently approaches threat activities. 
Interviewees included individuals with expertise in AI and Canada's national security 
from government, academia, and the private sector: CSIS, Justice Canada, Carleton 
University, Privy Council, Ernest & Young, and the University of British Columbia. 
Please see Appendix 1 for the full interview list. 
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Background 
 

Artificial Intelligence 101   
 
There is no unanimously accepted definition of AI. In this report, AI refers to “machines 
which respond to stimulation consistent with traditional responses from humans, given 
the human capacity for contemplation, judgment, and intention” (West & Allen, 2018). In 
other words, AI systems can perform tasks and make decisions which typically require 
human intelligence.  
  
Our definition of AI includes both Artificial Narrow Intelligence (ANI) and Artificial 
General Intelligence (AGI) – although the latter does not currently exist but is theorized 
to be possible in the near future.   
  

Artificial 
Narrow 

Intelligence 

Artificial Narrow Intelligence refers to AI systems which are limited to 
performing specific tasks they are programmed to carry out (Joshi, 
2021). Although these tasks are performed autonomously with human-
like capabilities, they are limited to a narrow range of tasks (Joshi, 
2021). Currently, all AI technologies, even the most advanced AI 
developments, are classified under ANI (Joshi, 2019).  

Artificial 
General 

Intelligence 

Artificial General Intelligence refers to AI systems which can 
understand and learn any intellectual task a human can perform (Joshi, 
2021). They can autonomously develop multi-functional competencies 
across various domains (Joshi, 2021). Fifty percent of AI experts 
predict that AGI will be realized before 2060 (Simon, 2022).    

 
This report will focus on two sub-fields of AI, including machine learning (ML) and 
natural language processing (NLP).  
 

Machine 
Learning 

ML is a sub-field of AI which focuses on the “use of data and 
algorithms to imitate the way that humans learn, gradually improving its 
accuracy” (IBM, 2023). ML generally requires humans to structure and 
label the data with which the algorithm is trained (IBM, 2023). A subset 
of machine learning is deep learning (DL). DL analyzes raw, 
unstructured data to inform and improve its algorithm (IBM, 2023). A 
great example of ML being applied is Netflix. ML enables Netflix’s 
recommendation engine, which is responsible for customizing each 
viewer’s homepage, to recommend unique content to each viewer 
(Steck et al, 2022). A pertinent example of DL being applied is Chat-
GPT. Chat-GPT is an AI-powered chatbot developed by OpenAI which 
“uses deep learning techniques to generate human-like responses to 
text inputs in a conversational manner” (Browne, 2023).   
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Natural 
Language 

Processing  

NLP processing is a sub-field of AI which focuses on enabling 
computers to process and understand written and spoken words in the 
same way humans can, including intent and sentiment (IBM, 2023). 
For example, NLP enables voice assistants like Siri and Alexa to 
understand, respond to, and perform tasks based on a human’s voice 
command. NLP also enables customer service chatbots to have text or 
speech conversations with the user and to understand, assess, and 
respond to their queries. 

 
AI is frequently encountered in everyday life. One encounters AI when opening their 
phone using facial recognition, receiving targeted advertisements online, scrolling 
through Amazon’s recommended-for-you section, using a search engine like Google, 
and more (Marr, 2019). AI is already integrated and deployed in various sectors 
including finance, national security, health care, criminal justice, transportation, and 
smart cities (West & Allen, 2018). Notably, in the finance sector, loan decisions use AI 
software to analyze a “variety of finely parsed data” about the applicant (West & Allen, 
2018). This results in more optimal decision-making compared to purely basing the 
decision on an applicant’s credit score and background check (West & Allen, 2018). 
Moreover, in the transportation sector, autonomous vehicles use high-performance 
computing, advanced algorithms, and DL systems to analyze information and adapt to 
new scenarios (West & Allen, 2018).  
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Past, Present, and Future of AI Progress    
 
One proxy for the AI sector’s growth is consumption of AI software globally. As 
demonstrated in Figure 1, global AI software market revenue has risen significantly 
since 2018 and is forecasted to continue to rise through 2025 (Omida, 2023). 
    

Figure 1: Global AI software market revenues from 2018 to 2025 (Omida, 2023) 

 
 
Since AI development occurs predominately in the private sector, another proxy for the 
AI sector’s growth is the amount of private investment directed towards companies 
using AI. As illustrated in Figure 2, the amount invested in companies using AI has 
grown at a rapid pace over the past decade (Benaich & Hogarth, 2022). Figure 2 also 
highlights the concentration of investment in the United States (US) and China. Notable 
AI players include large technology companies such as America’s Microsoft, Google, 
IBM, Amazon, and China’s Baidu, Tencent, and Alibaba. Investments are also made in 
smaller-size AI firms such as OpenAI. OpenAI is the creator of ChatGPT, an AI-
powered chatbot which garnered over 100 million users within 2 months of launching 
(Hu, 2023).    
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Figure 2: Amount invested in companies using AI from 2010 to 2022 (Benaich & Hogarth, 2022) 

Although AI technologies are primarily being adopted by private sector companies, it is 
expected that governments will eventually catch up on adopting AI technologies 
(Partner, EY). Whilst governments have largely not adopted AI technologies, they do 
recognize the importance of having a strong AI sector in their national economy. This is 
because AI is a key component to enhancing national competitiveness and protecting 
national security (Knight, 2019). Although government investment in AI is a mere drop in 
the bucket compared to private investment, it is still important to acknowledge the 
growth over the past two decades. Between 2001 to 2019, investment in AI-related 
research and development (R&D) funding from government agencies in Australia, 
Canada, France, Spain, Japan, the Netherlands, the US, and the European 
Commission increased by approximately ten-fold in aggregate (Galindo-Rueda & 
Cairns, 2021).   
 
Looking forward, AI's market size is projected to grow to more than USD 1.5 trillion in 
2030, nearly 10x its current market size in 2023 (Precedence Research, 2023). By 
2030, artificial narrow intelligence will be adopted across all realms of life and work 
(Agrawal, 2021). By 2060, there are likely to be significant advancements towards 
realizing artificial general intelligence (Simon, 2022).   
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Canada’s Position in the Global AI Context   
 
In 2017, Canada was the first country to adopt a national AI strategy (Pascoe et al, 
2017). The Pan-Canadian AI Strategy was launched by the Canadian Institute for 
Advanced Research (Pascoe et al, 2017). The first phase of the strategy was launched 
in 2017 with CAD 125 million of funding (Pascoe et al, 2017). It aimed “to build a strong 
Canadian talent pipeline and ecosystem, including the establishment of centers of 
research, innovation and training at the national AI institutes” (Government of Canada, 
2022). The second phase of the strategy was launched in 2022 with CAD 443 million of 
funding (Government of Canada, 2022). It aims “to bridge world-class talent and cutting-
edge research capacity with commercialization and adoption” (Government of Canada, 
2022).   
 
Despite Canadian efforts to be a global leader in AI, it is the United States and China 
that currently lead the way. These countries have invested significantly more public 
funding to advance their national AI innovation and commercialization efforts relative to 
Canada (Silcoff & O’Kane, 2023).   
 
 

Figure 3: AI market size from 2021 to 2030 (Precedence Research, 2023) 
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Research Findings 
 
The following section of the report will present the findings of each research question 
and provide analyses of the findings in relation to the problem statement. This section 
aims to facilitate an understanding of the development and deployment of AI in the 
context of national security, its implications for Canada’s national security interests, the 
extent to which CSIS may be able effectively address the threat activities enabled by AI, 
and the impacts these activities may have on individual rights and freedoms.  
   

AI-enabled Threats to Canada’s National Security  
 
For the purposes of this report, national security relates to “any action or event that 
could materially impact the health, safety, security, or economic well-being of 
Canadians, or the effective functioning of Canada’s governments” (Fasken, 2021).   
 
AI’s development and deployment have significant implications for national security 
(Sayler, 2020). For example, AI could have disruptive impacts on Canada’s national 
interests if used by Canada’s adversaries to facilitate intelligence collection (CSIS, 
2021). AI development and deployment also have significant implications for intelligence 
agencies. Specifically, AI could drastically change the intelligence life cycle (Employee, 
CSIS). Given these implications, there is a need to think critically about the impacts of 
AI on CSIS’ current operations (Employees, CSIS).  
  
CSIS already faces a very broad threat horizon in the online environment (Employees, 
CSIS). The innovation of AI creates an even broader surface of attack for threat actors 
(Partner, EY). To encapsulate this broad threat horizon, CSIS’ most recent public report 
identified 12 national security threats to Canada. Of these 12 threats, this project’s 
research, through literature review and subject-matter expert interviews, identified 
cyberthreats and election security to be particularly vulnerable to threat activities 
enabled by AI technologies.   
 
Within the realm of cyberthreats and election security, this report identifies three threats 
that are exacerbated when enabled by AI:  
 

1. cyberattacks,  
2. spread of disinformation, and  
3. misuse of open-source intelligence (OSINT).  

 
Although these three threats have existed for decades without AI, the application of AI 
can increase their speed, scope, and sophistication. The subject matter experts from 
the interviews validated that cyberattacks, disinformation, and issues with OSINT are 
indeed the three key categories of threats exacerbated by AI (Employees, CSIS). 
Focusing on cyberattacks, disinformation, and issues with OSINT allows this research 
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question to investigate in greater depth how AI exacerbates these threats and what the 
implications are for Canada’s national security.   
 
Outside of the scope of this report, there exist two additional threats identified in CSIS’ 
most recent public report that are exacerbated by AI: extremism and terrorism. If further 
research opportunities arise, these two threats would be worthwhile to investigate.  
 
Threat #1 – Cyberattacks 
 
The application of AI-enabled technologies will increase the number, scale, and 
diversity of cyberattacks which can compromise public and private computer systems 
and critical infrastructure.   
 
Cyberattacks are attempts to access computer systems without permission with the 
goal of stealing, exposing, altering, or destroying information (IBM, 2022). The most 
common types of cyberattacks include the following:   
 

Type Description 

Malware 

Any program or code that is created with the intent of doing 
harm to a computer, network, or server. This is the most 
common type of cyberattack because it includes many subsets 
such as: ransomware, spyware, bots etc.   

Denial-of-Service 

An attack that floods a network with false requests to disrupt 
business operations. Whereas DoS attacks are launched from 
just one system, they can also be Distributed Denial-of-Service 
(DDoS) attacks that are launched from multiple systems.  

Phishing 

An attack that uses email, SMS, phone, social media, or social 
engineering techniques to entice a target to share sensitive 
information or to download a malicious file that will install viruses 
on their computer or phone.  

Spoofing 
A technique where cybercriminals disguise themselves as a 
known or trusted source and in doing so can engage with the 
target with the goal of stealing information, extorting money or 
installing malware or other harmful software.  

Identity-Based 
Attacks 

When a valid user’s credentials have been compromised and a 
threat actor is pretending to be that user. These types of attacks 
are hard to detect because it is often difficult to differentiate 
between the user’s typical behavior and that of the threat actor.  

Source: Baker, 2023. 
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Canada remains a target for malicious cyber-enabled espionage, sabotage, foreign 
influence, and terrorism-related activities where threat actors seek to compromise 
government and private sector computer systems by manipulating their users (CSIS, 
2021). This presents significant threats to Canada’s national security.   
 
As one of the largest users of the internet in the world, Canadians are consistently using 
online devices for multiple purposes, such as financial transactions, communication, 
and work. In 2022, approximately 95% of Canadian adults reported using the internet, 
with data consumption increasing by over 3x the volume since 2015 (CWTA, 2023). As 
Canadians spend more time on these devices and are continuously connected to the 
internet, opportunities for cyber threats grow. In 2022, the Canadian Center for Cyber 
Security (Cyber Center) published its annual report outlining the trends in Canada with 
respect to cyber threats and highlighted the following five narratives:  
 

1. ransomware and its impact on an organization’s ability to function is one of the 
most persistent attacks in Canada,  

2. critical infrastructure is increasingly at risk from cyber threat activity including 
state-sponsored actors,  

3. the state-sponsored cyber programs of China, Russia, Iran, and North Korea 
pose the greatest strategic cyber threats to Canada,  

4. ML technologies are making fake content easier to manufacture and harder to 
detect and Canada’s exposure to disinformation is expected to grow, and 

5. disruptive technologies such as ML bring new opportunities and new threats 
(CCCS, 2022).  

 
AI capabilities and applications can be used for both defensive and offensive purposes 
with varying degrees of impact to national security. There are also various non-state 
threat actors in this space which include politically motivated groups that seek to both 
intimidate and recruit, hacktivists that seek to create political, social, and cultural change 
and the most common, cybercriminal who are financially motivated (Kreps, 2021). 
Because cyberattacks have been part of the threat environment for some time, it is 
important to further analyze which type of cyberattacks are particularly threatening to 
national security when AI-enabled. Within the threats posed by AI-enabled cyberattacks, 
the following analysis will focus on software vulnerability detection, spear phishing and 
data poisoning.   
 
Software Vulnerability Detection   
Effective cyberattacks depend on finding vulnerabilities in organizations’ computer 
systems. These are primarily identified by using software that searches for weaknesses 
in computers, networks, and communications within systems (Kreps, 2021). These 
vulnerabilities often exist in outdated systems that have not been patched, and AI can 
help identify these issues, reduce costs by automating the process and increase 
accuracy with more convincing and targeted capabilities (Kreps, 2021). Because of AI’s 
ability to process data and information much faster, threat actors can better exploit the 
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window of opportunity between when a threat vulnerability is identified and the system is 
patched.  
 
The sequence of steps taken by threat actors to achieve their goals is known as the “kill 
chain” (Buchanan, 2020). As such, a key consideration for national security becomes 
understanding how AI-enabled technologies can reshape and supercharge this kill chain 
(Buchanan, 2022). The figure below illustrates the ways in which AI-enabled attacks 
would modify and affect the “cybersecurity kill chain”. 

 
Current research has identified that in the above kill chain, AI-enabled technologies are 
most used in the access and penetration portion of the attack (Guembe et al, 2022). For 
example, when measuring the success rate for the password guessing/password 
cracking technique, it was found that AI-driven methods were able to outperform the 
traditional algorithms (Guembe et al, 2022). Another key difference between traditional 
cyberattacks and AI-enabled ones is the way in which decisions are made during the 
attack. Traditional cyberattacks are based on “if-then” logic which means that it asks 
whether it has found the target, and if the answer is “yes” the malicious program will 
execute, but if the answer is “no” it will end (Guembe et al, 2022). Enabling these 
attacks with AI means that threat actors can use a much more complicated decision 
logic that goes beyond simply yes or no to help decide whether to attack or not, while 
simultaneously making it extremely hard for the system’s defense to recognize 
the malicious code (Guembe et al, 2022). This presents threats because not all 
organizations are equally protected or have the same resources to do so (Partner, EY). 

Figure 4: AI-driven modifications to the cybersecurity kill chain (Guembe et al, 2022 modified from Kaloudi and Li, 2020) 
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Canada’s Cyber Center (2022) expects that even after patches are developed for 
systems, threat actors will almost certainly continue to scan the internet for opportunities 
of finding unpatched systems.   
 
Understanding AI-enabled threats is even more important when considering critical 
infrastructure because cyberattacks in this space can have a physical impact on the 
world. Public Safety Canada (2011) identified the following sectors as critical 
infrastructure: energy and utilities, finance, food, health, government, safety, water, 
transportation, information and communication technology, and manufacturing. As the 
Operational Technology (OT) that underpins the industrial processes of these sectors is 
exposed to the internet, the threat surface increases and becomes more opportunistic 
for cyberattacks (Associate Professor, Carleton University, & CCCS, 2022).   
 

Figure 5: Cyberattacks on Critical Infrastructure (CCCS, 2022) 

 
 

While the security of IT hardware and software has improved recently, the security of 
the internet of things (IoT) and OT has not kept pace, and attacks (specifically malware) 
have moved into large-scale operations targeting infrastructure, utilities, and corporate 
networks (Microsoft, 2022). Critical infrastructure has both dependencies and 
interdependencies and becomes increasingly interconnected because when one is 
impacted many more follow (Associate Professor, Carleton University). A recent 
example of the potential impact on critical infrastructure is the 2021 attack on the 
Colonial Pipeline Company, which was breached by one leaked password in an older 
system (Morrison, 2021). This forced the company to take some systems offline and 
disable the pipeline, which provides nearly half of the fuel supplied to the east coast of 
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the US (Morrison, 2021). Although this attack was not specifically AI-enabled, it 
highlights how with the increased use of AI in detecting software vulnerabilities 
(especially the first two steps of the kill chain), the tradeoff between scale and efficiency 
of attacks can improve and allow threat actors to focus on bigger and more impactful 
targets (Brundage et al, 2018).   
 
Spear Phishing  
A phishing attack is an attempt to extract information or initiate action from a target by 
making them believe that the communication or request comes from a trusted source 
rather than the attacker (Brundage et al, 2018). Phishing attacks often succeed by their 
volume: casting these fraudulent messages using a wide net without necessarily 
worrying about who or what they catch in the net. Spear phishing is similar, but it is 
much more targeted and focused on targets who often have higher levels of resources 
and in turn higher possible payout for threat actors. Spear phishing involves more work, 
as threat actors gather information about the target, craft high-quality and personalized 
messages, and send the message with a malicious link that aims to steal information 
(Onelogin, 2022).   
 
This type of attack requires a significant amount of skilled labour because the goal is to 
be as realistic as possible, which means not all threat actors can dedicate the resources 
and time required (Brundage et al, 2018). In 2021, the Canadian Anti-Fraud Center 
received an increased number of reports of spear phishing with losses reaching 
approximately CAD 54 million, which is an increase from $30 million in 2020 (CAFC, 
2022). Spear phishing is considered effective, as at least 30% of the attacks are 
deemed successful with an estimated rate of return that is 40x higher than regular 
phishing attacks (Onelogin, 2022).   
 
Because phishing and spear phishing are familiar attacks, the introduction of AI-enabled 
technologies to aid them is expected to expand the set of actors who can carry out the 
attacks, the rate at which the attacks occur, and increase the set of possible targets 
(Brundage et al, 2018). The tradeoff between cost and return for threat actors is 
improved when using AI because: 1) it can quickly gather useful personal information, 
2) predict the best targets to approach and for which asset, and 3) use NLP that is 
crafted in the same manner as the sender without eliciting suspicion (Kreps, 2021, 
Onelogin, 2022).  
 
This means that AI can be used for the full cycle of spear phishing and therefore 
materially reduce the time and resources required by many threat actors (Guembe et al, 
2022). For example, researchers at ZeroFox, a cybersecurity firm, demonstrated that a 
fully automated spear phishing system could create very effective tweets that match the 
preference of users and lead to clicks on links that are malicious (Brundage et al, 2018). 
Due to these attacks becoming more and more human like as AI improves and learns 
from increased amounts of data, it is expected that there will be a significant increase in 
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network penetrations, personal data theft and intelligent computer viruses from spear 
fishing attacks. (Brundage et al, 2018, CCCS, 2022).  
 
Figures 6 to 8 below, provide an example that highlights the evolution of a traditional 
phishing attack into an AI-enabled one. 
   

Figure 6: Traditional Phishing Attack (Xorlab, 2023) 

 
Moving from the traditional phishing attack above, to one enabled by AI, there is an 
improvement in effectiveness. AI using ML and NLP models, improves phishing attacks 
by differentiating initial messages, using various languages, recognizing sentiment in 
target’s replies, and adjusting the response in order to remain undetected.   
 

Figure 7: AI-enabled Phishing Attack (Xorlab, 2023) 
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(Xorlab, 2023) 

 
As there are more attempts to stop the use of AI for bad intentions, threat actors could 
start to host their own AI models that can be integrated into a graphical user interface 
(GUI) system that makes it easy to use. If used by existing phishing kits, this type of 
service could significantly escalate cyber threats. The figure below illustrates how it 
could potentially work:  
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Figure 8:  Illustrative AI-enabled Phishing interface (Xorlab, 2023) 

 
 
Data Poisoning   
Data poisoning involves tampering with the training data that is used by AI with the aim 
of producing undesirable outcomes (Thrope, 2021). Vast amounts of data are needed to 
train and improve the decision-making of the AI model. This presents opportunities for 
threat actors to conduct data poisoning that can impact both the cyber and physical 
world.   
 
There are two ways in which these attacks can occur. One, is a less sophisticated 
approach which involves injecting as much bad data as possible; and the second is 
more precise, and leaves most of the database untouched, except for an undetectable 
back door that lets attackers control it (Thrope, 2021).   
 
As more Canadian organizations start to rely on these often-unsupervised algorithms, 
significant damage can be caused from data poisoning before anyone realizes it 
(Thrope 2021). In recent years, several data poisoning attacks have highlighted this 
potential threat. In one case, threat actors attempted to poison the Gmail spam filter by 
sending millions of emails with the intention of confusing the classifier algorithm and 
modifying its spam classification, which in turn allowed them to send malware without 
the spam algorithm noticing (Menon, 2023). In another, Microsoft’s Twitter chatbot was 
being trained to engage in Twitter discussions when threat actors poisoned the training 
dataset, resulting in the bot turning hostile in its communications (Menon, 2023). These 
types of attacks can cause considerable damage by threat actors because poor quality 
information will produce subpar results regardless of how advanced the model is 
(Thrope, 2021).  
 
Threat #2 - Disinformation   
 
Disinformation is "false, inaccurate, or misleading information designed, presented and 
promoted to intentionally cause public harm or for profit” (European Commission, 2018). 
Its key characteristics according to the widely adopted “ABC framework” on 
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disinformation include 1) manipulative actors, 2) deceptive behaviors, and 3) harmful 
content (Francois, 2019). Disinformation can be conveyed through images, videos, or 
text and predominantly occurs on social media platforms. These platforms are ideal 
targets for disinformation because they are privately owned, lack government regulation 
and oversight, host echo chambers, and run on an engagement-maximizing business 
model (Bremmer & Kupchan, 2023). Disinformation is expected to continue to 
proliferate in Canada due to declining trust in traditional sources of information and an 
increasing blurring of opinion and fact (Rand Corporation, 2022).  
 
Disinformation campaigns have been used to threaten national security in numerous 
cases, for example:  
 

1. Russia used disinformation to target the 2016 American presidential election. It 
was able to undermine confidence in the election process, exacerbate social and 
political divisions among the electorate, and increase the adoption of conspiracy 
theories (Posard et al, 2020).   

2. In the lead up to Brexit, pro-Leave groups used disinformation to sway public 
opinion in favour of the Leave campaign (Woolley, 2020).  

3. In the wake of the 2020 American presidential election, pro-Trump groups used 
disinformation to question the legitimacy of the election results, leading to the 
January 6, 2021, U.S. Capitol attack (Rash, 2021).   

4. Anti-vaccine movements used disinformation to question the efficacy of vaccines 
during the COVID-19 pandemic (Wasike, 2022).   

5. Russia is using disinformation in the current war in Ukraine to “defend [their] 
actions, seed doubt about news from the ground, and push misleading or false 
narratives to undercut support for Ukraine” (Bergengruen, 2023).   

  
Looking forward, threat actors can more effectively spread disinformation to threaten 
national security by leveraging AI-powered bots and AI-generated deepfakes. These AI-
powered bots and AI-generated deepfakes increase the speed, scope, frequency, and 
sophistication of disinformation, thereby exacerbating its impacts. Therefore, both 
domestic and foreign, state and non-state actors are empowered to “manipulate public 
opinion formation, degrade public trust in media and institutions, discredit political 
leadership, deepen societal divides as well as to influence citizens' voting decisions” 
(Kertsova, 2018). AI-powered bots and AI-generated deepfakes “pose a clear, present, 
and evolving threat to national security” (Rand Corporation, 2022).   
 
Bots  
A bot is a “software application that operates over a network and is programmed to do a 
specific, repetitive, predefined work task that a human would typically do” (IBM, 2023). 
Bots are able to automate, and therefore speed up, simple tasks that have a 
documented and defined sequence of steps. These tasks would otherwise have to be 
completed manually. This report will focus on the abilities of bots to both generate and 
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disseminate computational propaganda disguised as authentic accounts on social 
media platforms to spread disinformation.   
 
AI enables bots to create more sophisticated content, at faster speeds and greater 
scales. AI also enables bots to engage in more sophisticated modes of distribution, 
including targeting. There are four main ways in which AI-powered bots can generate 
and spread disinformation more effectively:   
 

1. AI-powered bots can generate more disinformation in a shorter time. For 
example, GPT–4–powered bots can generate content in seconds – a pace that 
cannot be matched by humans (Heaven, 2020). This allows disinformation 
campaigns to scale exponentially which significantly increases the volume of 
disinformation content online. This enables rapid disinformation attacks which 
can create an immediate, disruptive effect (Villasenor, 2020). As such, AI-
powered bots represent a threat to Canada’s national security because they 
enable threat actors to generate disinformation in high volumes, bombarding the 
social media platforms with noise (Linvill & Warren, 2021). Coping with such a 
high volume of disinformation presents a serious challenge to intelligence 
agencies (Employees, CSIS).   

2. AI-powered bots can appear more like authentic accounts due to more realistic 
profiles and posts that disguise themselves in three ways. First, AI technologies 
enable bots to vary the content and wording of each post. This avoids the sort of 
replication detected by software designed to identify fake accounts. Second, AI-
powered bots do not make the type of linguistic errors that alerts detection 
software for fake accounts (Renée DiResta, 2020). Third, language models like 
GPT-3 and GPT-4 enable these bots to closely imitate human language and the 
ways in which humans communicate. This makes it significantly harder for social 
media users and moderators to identify what is AI-powered and bot-generated 
disinformation from what is authentic information (Bremmer & Kupchan, 2023).   

3. AI-powered bots are able to generate personalized disinformation. This increases 
the likelihood of users engaging with its disinformation content for two reasons. 
First, the use of both ML and NLP enables the bots to algorithmically generate 
content unique to the target individual. ML enables malicious actors to 
comprehensively analyze, at unprecedented speed, the profiles and activities of 
social media users to identify their unique characteristics, tendencies and 
vulnerabilities (Rosenbach & Mansted, 2019). Second, bots can be programmed 
with deep learning to read the emotions of the humans they interact with (Joshi, 
2020). This enables the AI-powered bots to interact with the target individual in a 
more personalized manner.   

4. AI-powered bots can disseminate disinformation in a more targeted and selective 
manner. ML increases “the potency of disinformation operations by enhancing 
the effectiveness of behavioral data tracking, audience segmentation, message 
targeting/testing, and systemic campaign management” (Ghosh & Scott, 2018). 
This enables disinformation operators to identify the exact target audience for a 
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particular message (Ghosh & Scott, 2018). For example, ML algorithms can 
identify which disinformation narratives successfully trigger responses in which 
geolocations (Employees, CSIS). The data gathered from this feedback loop 
improves the dataset with which the ML algorithm is trained on, thus improving 
the disinformation campaign (Employees, CSIS).  

 
Deepfakes  
Deepfakes are AI-generated, “digitally manipulated audio or visual material that is highly 
realistic” of events which never happened or words that were never spoken (Kertysova, 
2018). These synthetically modified audio and visual materials are developed using a 
class of ML frameworks known as generative adversarial networks (GANs). Deepfakes 
include deepfake videos, deepfake images, and voice cloning.   
 
Deepfakes are contrasted with cheap fakes which are audio and visual materials that 
are manually altered with simple, non-AI editing tools to mislead an audience. Cheap 
fakes are “rendered through Photoshop, lookalikes, re-contextualizing footage, 
speeding, or slowing” (Paris & Donovan, 2019). For example, one of US House of 
Representatives Nancy Pelosi’s speeches was slowed down to make it seem as if she 
was slurring her words (Ho, 2019).   
 
Deepfake videos are “altered through some form of machine learning to hybridize or 
generate human bodies and faces” (Paris & Donovan, 2019). Examples of deepfake 
videos include a 2018 deepfake of President Barack Obama using profanity and a 2022 
deepfake of President Volodymyr Zelensky “appearing to tell his soldiers to lay down 
their arms and surrender the fight against Russia” (Mak & Temple-Raston, 2020, Allyn, 
2022). Neither of these videos happened in real life. Other deepfakes are of AI-
generated avatars, rather than real human beings (Satariano & Mozur, 2023).   
 
The AI software used to create deepfakes is now easily accessible and free on GitHub, 
a Microsoft-owned code repository (Patterson, 2019). Due to the lack of financial and 
operational barriers, cybersecurity experts worry that deepfakes will be deployed by a 
range of actors from states to political parties to individual activists with the purpose of 
smearing their opposition target (Patterson, 2019).   
 
There are three main ways in which deepfakes, created by ML, can spread 
disinformation more effectively:  
 

1. Deepfakes are more compelling and persuasive than traditional forms of 
disinformation. In fact, researchers have found in a study of 7,000 participants 
that deepfake videos are more convincing than fake textual evidence of the same 
fake event (Wittenberg et al, 2021).   

2. Deepfakes are difficult to differentiate from real, authentic content. This will 
become even more problematic in the future; it is predicted that AI technologies 
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will become so advanced by 2030 that deepfake audio and visual materials will 
become indistinguishable from real material (Bayer et al, 2019).   

3. Deepfake images of GAN-generated avatars can be used to improve the 
credibility and believability of fake accounts spreading disinformation on social 
media platforms. These fake images are preferred to stolen images of real 
people as they are untraceable (Goldstein & Grossman, 2021). Facebook has 
identified numerous state-sponsored accounts which used GAN-generated 
profile photos to disguise themselves (Nimmo et al, 2019).  

 
Applying Deepfakes and AI-Powered Bots to an Election Context  
Deepfakes and AI-powered bots can be used to spread disinformation to manipulate 
elections by domestic and foreign state and non-state actors.   
 

AI-powered 
bots 

AI-powered bots could shape public opinion and control the narrative 
of political candidates on social media platforms. For example, AI-
powered bots could be used by foreign adversaries or domestic actors 
to create and share computational propaganda to sway public opinion 
in favor of candidate A or against candidate B.   

Deepfakes 

Deepfakes could be used to discredit political candidates by swaying 
the public opinion of them (Bayer et al, European Parliament 2019). A 
deepfake video could be released that shows a frontrunner candidate 
engaging in an illegal act, making a controversial statement that is 
contradictory to their political position, or carrying out socially 
unacceptable behavior. A deepfake video could also be made to 
suggest election malfeasance. 

 
Although “artificial intelligence played little role in computation propaganda campaigns 
to date” in the context of elections, there are “signals that AI-enabled computational 
propaganda and disinformation are beginning to be used” (Woolley, 2020). Once AI-
powered bots and deepfakes are used, the resulting consequences of “elevating fringe 
candidates, peddling conspiracy theories and fake news, stoking polarization, and 
exacerbating extremism and even violence” will pose a serious threat to Canada’s 
national security (Bremmer & Kupchan, 2023). Increased disinformation will contribute 
to distorting democratic discourse, eroding trust in institutions, jeopardizing public 
safety, damaging reputations, and undermining journalism (Chesney & Citron, 2018). As 
disinformation becomes more widespread through AI-powered bots and deepfakes, 
even content that is real will be looked at through a skeptical lens. How will we know 
what information to trust when fake information becomes indistinguishable from real 
information? What are the consequences on national security defined as “action[s] or 
event[s] that could materially impact the health, safety, security, or economic well-being 
of Canadians, or the effective functioning of Canada’s governments” (Fasken, 2021)? 
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Threat #3 – Issues with Open-Source Intelligence  
 
The increasing development and use of AI-enabled technologies has created new 
opportunities for actors outside the traditional intelligence agencies to provide insight 
through open-source intelligence (OSINT). OSINT is achieved by acquiring, analyzing, 
using, and sharing publicly available information, which has grown exponentially due to 
social media platforms, smartphones and the IoT (Porteous, 2022). OSINT has been 
improved through cloud solutions that have driven down the cost of data storage, and 
by AI-enabled technologies such as ML which has improved the ability to analyze and 
process large amounts of data (Porteous, 2022).   
 
Due to the laws protecting the privacy of Canadians and the limitations for the Canadian 
intelligence community on collecting and using OSINT, threats arise when other actors 
become more active in this space. Although many experts have started to advocate for 
the increased use of AI-powered OSINT in the intelligence community, in Canada there 
is currently very little intelligence sourced this way (Employees, CSIS). The main 
national security threats that arise from OSINT in this context include an increase in the 
number of non-state actors participating in intelligence gathering and an increase in 
errors due to a lack of established standards around OSINT collection and analysis.  
 
Increased Number of Non-State Actors in Intelligence  
In previous periods, intelligence communities and law enforcement had special access 
to data and information not available to most other actors, but new technologies are 
enabling non-state actors and individuals today to participate in collecting and analyzing 
intelligence (Zegart, 2021).   
 
Non-state organizations such as Bellingcat, a collective of researchers, investigators, 
and citizen journalists, have built a reputation as OSINT wizards (Harding, 2022, The 
Economist, 2021). They have been able to use OSINT to discover illegal shipping of 
chemical weapons precursors, identify Russia’s involvement in the downing of 
Malaysian Airlines Flight 17 and identify the Russian officers that were suspected of 
poisoning two people (Harding, 2022). Because of the vast amount of data being 
produced every day, and the ability to introduce AI and ML to its analysis, the original 
understanding and significance of OSINT by intelligence communities is being 
challenged. Bellingcat is part of a growing ecosystem of non-state actors that have 
various goals and motivations and include hobbyists, journalists, activists, and 
conspiracy peddlers, which can create confusion with respect to the motivation behind 
intelligence information (Zegart, 2021).   
 
Increased Possibility of Errors  
This increased level of non-formal and non-standardized participation in the intelligence 
gathering space is prone to errors. This means that OSINT can both impact policy 
making and drain time and resources from the intelligence community which will seek to 
clarify and correct it. By contrast, when considering operations within CSIS, there is a 
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requirement to explain how 
information is turned into 
intelligence and for that analysis 
to be replicated under review 
which implies a much higher level 
of scrutiny on information and 
analysis (Employees, CSIS). 
Zegart (2021) provides a valuable 
example in the illustrated excerpt 
of how errors can occur in the 
OSINT world with negative 
impacts to national security.  
 
Critical aspects of OSINT, when 
combined with AI-enabled 
technologies, include faster 
collection and processing of 
information with 
intelligence becoming public 
without much consideration for 
standards of disclosure. Further, 
errors by non-state actors in 
intelligence can be a challenge 
for national security, particularly 
during times of crisis.  Rushing to 
a conclusion can be problematic 
for solving problems, and due to 
OSINT’s lack of secrecy, decision 
makers are backed into corners 
with limited flexibility for de-
escalation, negotiation, and 
compromise (Zegart, 2023).   
 
Key Takeaways Regarding AI-Enabled Threats  
 
The three threat areas that this report describes are currently part of the threat 
environment, even when AI is not utilized. Therefore, it is important to highlight the 
unique characteristics of AI and how it can exacerbate these threats. When these AI-
enabled threats are analyzed collectively, three important characteristics of AI stand 
out:    
 

1. The ability to increase the speed, scope and sophistication of threat activities;  
2. The importance and heavy use of all types of data to both improve threat 

activities and the effectiveness of AI technologies; and   

Impressive but Wrong 
 

“In 2008, a former Pentagon strategist named 
Phillip Karber was teaching a class at Georgetown 
University when he decided to guide his students 
on an open-source intelligence investigation to 
uncover the purpose of a massive underground 

tunnel system in China. The existence of the 
tunnels had been known for years, but their use 

remained uncertain. Karber’s student sleuths 
produced a 363-page report that concluded that the 

tunnels were secretly hiding 3,000 nuclear 
weapons—which would have meant that China 

possessed a nuclear arsenal around ten times as 
large as what most experts and U.S. intelligence 

agencies believed, according to declassified 
estimates. Experts judged that the report was flat 
wrong and found the analysis to be riddled with 

egregious errors. Among them, it relied heavily on 
an anonymous 1995 post to an Internet forum. 

Nevertheless, the report was featured in a 
Washington Post article, was circulated among top 

Pentagon officials, and led to a congressional 
hearing in the US. It was all a wild-goose chase 
that consumed the most valuable resource in 

Washington: time.”  
 

Source: Detailed excerpt taken from Zegart, 2021  
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3. Due to the speed, scope, and heavy use of data, there is an increased need to 
deploy AI-enabled defenses in order to cope with AI-enabled threats.   

 
First, due to the ability to process vast amounts of data and information at much faster 
speeds than humans and current technology, the main characteristic of AI-enabled 
threats is that attacks by threat actors can be conducted much faster and often with 
more accuracy than before. Due to this increased speed of threat activity, barriers to 
entry for threat actors are reduced, as less labour and resources are required to 
assemble information and plan more sophisticated attacks. As a result of the lower 
barriers to entry and higher accuracy, AI-enabled threats can also increase the scope of 
the attacks, both in number and scale which has implications for all the national security 
threats defined in the CSIS Act.  
 
Second, the main way in which AI capabilities are improved, particularly for ML, 
includes the collection and use of large amounts of data. Data that in the past may have 
not seemed important for national security purposes can now be analyzed in aggregate 
through AI-enabled technologies to provide insights and trends that would not be 
available to human analysts. This includes the ability to utilize data that previously could 
not be used to identify someone, into data that can. Therefore, the centrality of data is 
an important aspect of AI-enabled threats that presents relatively new challenges for 
CSIS. These challenges arise because of the various restrictions under the CSIS Act, 
Privacy Act, and the Charter that create unique barriers to addressing threats that are 
enabled by AI. These legislations were drafted, however, at a time where the digital 
revolution and AI could not have been envisioned.  
 
Third, AI-enabled threats are more difficult to address by existing technology and 
defenses. Many experts have outlined that within the current trajectory of AI 
development and the way in which threat actors are starting to utilize it, it will become 
more necessary to use AI for defensive purposes against AI-enabled threats. In other 
words, it is expected that there will be an escalation within the current trajectory where 
AI will be needed to combat AI. This presents challenges for CSIS as AI activity both 
offensively and defensively interacts with the rights and freedoms of Canadians.  
 
The following sections will utilize the three identified threats of cyberattacks, 
disinformation and OSINT combined with the AI-specific threat characteristics outlined 
above to analyze CSIS’ ability to address national security concerns and the ways in 
which the rights and freedoms of Canadian’s are impacted.  
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The CSIS Act and operational challenges  
 
Part of the intelligence cycle is the ability for CSIS to detect, analyze, define, and 
investigate threats of all types. Canada’s national security, much like that of its Five 
Eyes partners (intelligence partnership alliance of Australia, Canada, New Zealand, the 
UK, and the US), has been threatened by actors operating with modern complex 
technology including AI. These threats have not only evolved but also multiplied 
alongside existing traditional threats that have existed since the creation of the CSIS 
Act.  This drastic shift in the last decade has opened the potential to greatly affect the 
speed at which investigative agencies need to respond to modern technological threats, 
more specifically those related to AI. This is primarily due to the nature of AI, which is 
both complex and rapidly evolving and can convolute the interpretation of threats and 
the scale at which they might affect the security of Canada (Employees, CSIS). Three 
main characteristics of AI discussed earlier directly influence the response and 
investigative direction that CSIS would have to take while dealing with AI enabled 
threats.   
 
This section will explore the challenges that CSIS may face while dealing with AI-
enabled threats within three key areas of focus: 1) interpretation and assessment of AI-
enabled threats, 2) the role that dataset rules play in the collection of data, and 3) the 
role of the judicial oversight and warrant system. This analysis will be followed by a 
scenario-based case study to better illustrate impacts.   
 
Interpretation and Assessment of AI-Enabled Threats  
 
AI-enabled threats bring complexities that require a better understanding of both 
the CSIS Act and the rapid pace at which technological realities are evolving. The 
evolution of technology and variety of threat actors is increasing rapidly which requires 
government agencies to constantly modify and adopt revised approaches to threat 
detection.   
 
Further, critical infrastructure across the government and private sector has increasingly 
incorporated AI-reliant algorithms, which remain susceptible to sabotage by both 
domestic and foreign adversaries (Alhajjar, 2022). The speed at which investigative 
agencies can operate is largely determined by the scope of threats, their intelligence 
cycle, and the legal operational framework. The speed, scope, and clandestine nature 
of many AI-enabled threat activities pose serious problems to CSIS’ existing 
approaches to identifying threats.  
 
The scope of operations for CSIS is well established through existing operational 
guidelines on how to interpret, investigate, react, and respond to threats prior to the 
application of threat reduction measures (TRMs). The driving component for interpreting 
and analyzing threats starts with identifying which of the four definitions of threats to the 
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security of Canada outlined in s. 2 of the CSIS Act is being impacted (CSIS Act, drafted 
in 1984):  
 

a. “espionage or sabotage that is against Canada or is detrimental to the interests 
of Canada or activities directed toward or in support of such espionage or 
sabotage,    

b. foreign influenced activities within or relating to Canada that are detrimental to 
the interests of Canada and are clandestine or deceptive or involve a threat to 
any person,    

c. activities within or relating to Canada directed toward or in support of the threat 
or use of acts of serious violence against persons or property for the purpose of 
achieving a political, religious or ideological objective within Canada or a foreign 
state, and    

d. activities directed toward undermining by covert unlawful acts or directed toward 
or intended ultimately to lead to the destruction or overthrow by violence of, the 
constitutionally established system of government in Canada,    
 

but does not include lawful advocacy, protest or dissent, unless carried on with any of 
the activities referred to in paragraphs (a) to (d)”.   
 
These definitions are broad enough to capture many activities and can seem to overlap 
depending on the activity. Further, adversarial activities could fall under two main 
categories – foreign and domestic. More important for this report, there is no specific 
mention or indication of cyberthreats, leaving CSIS operations with a broad enough 
definition of what constitutes a threat to national security, but at the same time open for 
contestation from both internal government stakeholders and the public (Employees, 
CSIS). When placing certain threats within the realm of AI, CSIS is presented with 
challenges for interpreting a threat and how it impacts national security because of the 
speed, scope, and access to data that AI-enabled threats possess.   
 
The challenge for CSIS when dealing with AI-enabled threats therefore is whether it has 
the mandate and operational capacity to identify and act on them. Can it investigate 
such threats as quickly as the threat activities themselves develop? Can it determine 
who the actual adversaries are, where they are located and if they fall under foreign or 
domestic categories? For example, an uptick in disinformation activity by AI-bots on a 
social media platform may act as a trigger point or catalyst for disruptive events to occur 
within Canada. In this case, at which point does the activity become a threat and under 
which of the four definitions does it fall? Additionally, adding a layer of complexity, when 
can foreign influence be determined while working within an AI-enabled digital space?   
 
According to the Security Intelligence Review Committee (SIRC) (now National Security 
and Intelligence Review Agency), there are requirements that perceived threat activity 
assessments must cover four specific categories in two separate groups. For clarity 
they are as follows:  
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Group A Group B 
• Foreign influenced;  
• within or relating to Canada;  
• clandestine or deceptive; and  
• detrimental to the interests of 

Canada; or  

• Foreign influenced;  
• within or relating to Canada;  
• detrimental to the interests of Canada; 

and  
• involve a threat to any person. 

 
Each of these terminologies are relatively open-ended which is an aspect that makes 
the CSIS Act one of the more unique in Canadian legislation. SIRC has also noted that 
the terminology, “detrimental to the interests of Canada” could prove to be problematic. 
Canadian interests are broad and subjective, which allow decision makers a level of 
discretion and CSIS with a higher degree of responsibility to interpret threats enabled by 
AI. Additionally, other terms used within Group A and Group B such as “clandestine or 
deceptive” can also pose challenges to what this constitutes during the assessment of 
this criteria for CSIS. How would “clandestine or deceptive” differ from “espionage” in (a) 
and (b) (SIRC, 2010)?  
 
It is important to note that with greater ambiguity in interpreting and defining threats to 
the national security of Canada, there are greater complexities for CSIS to place (and 
justify) threats enabled by AI under those definitions. Because this is a critical part of 
determining the scope and investigative mandate for CSIS, it further impacts the full 
intelligence cycle.   
 

Figure 9: CSIS’ Intelligence cycle (CSIS, 2023)  
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Datasets and Collection of Data  
 
An essential component of CSIS’ intelligence cycle is collection (of data) which directly 
influences the analytical outputs in the next stage (analysis). As discussed earlier in the 
report, data is of critical importance to AI for both its improvement and processing. Data 
also has unique qualities which make it difficult to determine ownership and jurisdiction. 
Datasets “collected” under ss. 11.01 to 11.25 of the CSIS Act can be broadly classified 
into three categories – Canadian, foreign, and publicly available (CSIS Act, 1984, 
National Security Act, 2017).  
   
For CSIS, one of the key elements of investigating AI-enabled threats is the “collection” 
of data which is based upon “necessity” for the sake of investigation only. This is related 
to authorities outlined in section 12 of the CSIS Act which allows for collection of 
information and intelligence based on reasonable grounds, directly relating to activities 
that may pose a threat to the national security of Canada. In this regard, the nature, 
particularly its origin is not addressed in this section, with a greater emphasis on 
appropriate interpretation of thresholds requirements (that is left upon CSIS to assess).  
  
Alternatively, limitations also exist when it comes to accessing data related to Canadian 
citizens and permanent residents and those which are publicly available. The 
application of these datasets is outlined in Section. 11.01-11.25 of the CSIS Act and 
applies to “all datasets that contain personal information as per section 3 of the Privacy 
Act and that do not directly and immediately relate to activities that represent a threat to 
the security of Canada” (CSIS Act, 1984). It is also important to note that this section 
also allows for the collection of datasets not directly related to activities that threaten 
national security. Furthermore, these also ‘assist’ CSIS’ operations in narrowing down 
investigative leads.   
 
Apart from pre-determined (by the Minister) classes of datasets that CSIS is allowed to 
collect which must be approved by the Intelligence Commissioner, it also has further 
dataset collection restrictions under subsection 11.05 (1) and (2) of the CSIS Act. They 
are as follows:   
 
11.05 (1): “Subject to subsection (2), the Service may collect a dataset if it is satisfied 
that the dataset is relevant to the performance of its duties and functions under sections 
12 to 16” (CSIS Act, 1984).   
 
11.05 (2): “The Service may collect a dataset only if it reasonably believes that the 
dataset    
 

a. is a publicly available dataset;    
b. belongs to an approved class; or  
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c. predominantly relates to non-Canadians who are outside Canada” (CSIS Act, 
1984).   
 

In its current structure, CSIS is restricted in its ability to collect, analyze, and retain data. 
An increase in the number of internet users and many of its applications has led to an 
overall increase in the amount of data and datasets that are publicly available.   
 
To generate threat-related assessments and inferences using this data, subsection 
11.05 (1) & (2) in particular (c) add ambiguity for CSIS when defining what may or may 
not be “outside of Canada”. This coupled with the nature of modern datasets generated 
by AI (or manipulated) with additional layers of complexities such as the format, 
language and encryption with which they are obtained.   
 
Furthermore, the use of the word ‘predominantly’ in this section is vague when it comes 
to dataset collection, refinement, and analysis. In this context, ‘predominantly’ refers to 
datasets that contain information which is primarily foreign in nature and as such does 
not contain personal information that may belong to Canadians. Therefore, refinement 
and sanitization of datasets such as segregation of data, to conform with subsection 2 
(a) (b) or (c) may cause operational delays including the use of certain datasets that can 
help with investigative leads. An example would be the use of OSINT data where 
publicly available information is being leveraged by threat actors to launch AI-enabled 
threats. Additionally, in terms of establishing ‘predominance’ to the extent which 
Canadian data is blended within acquired datasets, section 11.07 (1) obligates CSIS to 
evaluate the nature of data. The criteria for that evaluation as per that section are as 
follows:   
 
11.07 (1) – “If the Service collects a dataset under subsection 11.05(1), a designated 
employee shall, as soon as feasible but no later than the 90th day after the day on 
which the dataset was collected, evaluate the dataset and confirm if it  
 

a. was publicly available at the time of collection;  
b. predominantly relates to individuals within Canada or Canadians; or  
c. predominantly relates to individuals who are not Canadians and who are outside 

Canada or corporations that were not incorporated or continued under the laws 
of Canada and who are outside Canada” (CSIS Act, 1984). 

 
These additional conditions within the CSIS Act do not match with how data presents 
itself, thereby impacting effective exploitation of composite datasets, particularly when 
AI has the capacity to further augment those datasets.  Furthermore, applying s. 11.1 
(c), therefore, would entail the modification of acquired datasets which would create two 
different classes of datasets with separate operative procedures (with regards to 
retainment, exploitation and warrant application).   
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Given the increase in the number of users on various social media platforms, including 
threat actors, personal information is being publicly shared, which connects with the 
higher availability of sensitive information online. As per CSIS’ Data Acquisition 
Program (DAP) and framework of data collection, the service acquires bulk data for two 
broad purposes – referential and non-referential. Referential refers to data that is openly 
available and does not constitute ‘collection’ within the CSIS Act. In contrast non-
referential data is collected within the authority of the CSIS Act according to internally 
established thresholds of necessity (SIRC, 2015). AI-enabled threats largely operate on 
open-source platforms where data is often heterogenous and therefore would largely fall 
under the referential category for CSIS, limiting their capacity to analytically exploit that 
data. While CSIS cannot ‘collect’ and utilize this type of data (referential) without 
relevant authorization/warrant, non-state adversaries can and are increasingly using AI 
to operationalize the information.   
 
Actionable inputs collected from various sources require reasonable grounds for 
collection, analysis, and retention, particularly with threats related to AI which impact 
various domains such as digital, physical, and political security (Brundage et al, 2018).    
 
Similarly, the Communications Security Establishment (CSE) obtains information on 
Canadians or those residing in Canada during its collection of foreign signals 
intelligence (SIGINT) and through Canadian Identifying Information (CII) which includes 
personal information such as names, emails, and IP addresses (NSIRA, 2021). Section 
4 of the Privacy Act (1985) for CSIS requires that this type of personal information is 
removed before analysis, where this information does not directly relay to one of CSIS’ 
operating programs or activities, puts considerable obligations on CSIS to refine data 
collected to launch investigations. Therefore, data manipulation techniques such as 
data poisoning by threat actors may result in additional complexities for CSIS (with 
obligations and responsibilities outlined in the CSIS Act and Privacy Act) in examining 
data and creating deviations in threat-modelling outcomes (Marshall et al., 2019). 
Further, a variety of consultative processes such as post-examination assessment of 
political, operational, foreign relations and legal risks of proposed TRMs may position 
CSIS at a disadvantage while dealing with AI-enabled threats.   
   
Exploring possible CSIS responses to national security threats, TRMs can be classified 
into three categories: 1) messaging, 2) leveraging, and 3) interference (NSIRA, 2020). 
The establishment of reasonableness and proportionality of TRM application has been a 
cause for concern, as highlighted by the National Security Intelligence Review Agency 
(NSIRA) in its 2020 TRM review report. Considering the broad concerns that were 
highlighted in the report and thinking about AI-enabled threats, the requirement for CSIS 
to establish reasonableness and rational link in the selection of individuals suspected of 
posing threats may overlap with aspects of privacy, rights and freedoms outlined in the 
Charter.  
  



 

  36 

 

With the advancement of AI-enabled threats and the nature and importance of data, 
authorities within CSIS require a clear embedded framework within the CSIS Act to 
effectively address AI-enabled threats. The complex authorities outlined in this section 
with regards to dataset (bulk) classification, retention and the compliance requirements 
present themselves as inordinate barriers. These are legislated in silo and therefore 
augment operational responses (adding statutory limitations) to AI-enabled threats. The 
interpretation of these sections in addition to internal operating procedures and 
principles would require additional justifications (in terms of application of TRMs based 
on exigencies and intrusiveness).  
 
Warrants and Judicial Oversight  
 
A core part of balancing CSIS’s mandate against fundamental rights and freedoms 
guaranteed in the Canadian Charter of Rights and Freedoms (Charter) falls under 
judicial oversight through the issuance of investigative warrants. However, the ability to 
respond to AI-enabled threats remains restricted for CSIS due to the existing regime of 
the warrants system.   
 
As a civilian agency, the CSIS Act allows for only one type of warrant which covers all 
types of threats that CSIS is mandated to investigate and address (CSIS Act, 1984). By 
way of comparison, the RCMP can request various types of warrants specified in part 
15 of the Criminal Code of Canada (Criminal Code of Canada, 1892). There remains a 
major difference in the powers granted to each of these agencies to carry out 
investigations of AI-enabled threats with overlapping mandates and different warrants 
system. The warrants system for CSIS currently acts as a one-glove-fits-all approach. 
But as AI develops, the speed of AI-enabled threats continues to increase, which in turn 
reduces the time available to respond (Allen & Chan, 2017).    
 
According to a CSIS employee familiar with the CSIS Act, the current form of legislation 
was drafted to accommodate all types of threats, however, lacks concrete reliability to 
narrow down modern-day threats related to AI and other technologies. Therefore, 
certain sections in the CSIS Act, specifically those relating to operational responses 
through the application of warrants – part 2 section 21 subsections 2-3-3.1,4 and 4.1, 
while necessary, may pose challenges to CSIS’s operations.   
 
Another limitation with respect to application of warrants are the obligations outlined in 
part 2 section 21.1 (1.1) – 2 – d, e, f of the CSIS Act which state that applications for 
retention of data requires multiple conditions including clarification of classes of person 
the warrant is to be directed towards, and a general description of the place where the 
proposed warrant is to be executed, if it can be provided. With the nature of AI threats, 
the fulfilment of these conditions increases the layers of obligations upon CSIS in the 
backdrop of rapid development of both existing threats and newer ones (Employee, 
CSIS). As such, the obligation to comply with the CSIS Act compounds for CSIS while 
clarifying definitions of threats “within” or “relating to Canada”. AI-enabled threats, 
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especially those containing aspects of collaboration between domestic and foreign 
threat actors have the potential to amplify challenges for CSIS across all three of the 
aspects discussed above, placing the threat under a definition, collecting data, and 
applying for warrants. Especially when considering amendments to legislation such as 
the Privacy Act, and the proposed Artificial Intelligence and Data Act.       
 
The Privacy Act for example, was first passed into Canadian federal law in 1985 and 
was done so to extend the reach of laws that were already legislated to protect the 
privacy of Canadians, but also allow Canadians to have access to personal information 
about themselves (Privacy Act, 1985). Due to AI’s heavy reliance on data, the Privacy 
Act interacts with how CSIS investigates AI-enabled threats. Within these investigative 
activities, the use of personal information plays an important role, and thus the term 
“identifiable information” is critical.     
 
Within the Privacy Act, there are numerous definitions and examples of what 
“identifiable information” is. This term is defined as information that can be used to 
identify an individual, and that is recorded in any form including, but not limited to the 
following (Privacy Act, 1985):  
 

1. An individual's race, national or ethnic origin, colour, religion, age, or marital 
status.    

2. Education, medical, criminal or employment history, or information regarding 
financial transactions.    

3. Any identifying number, symbol or other assigned to the individual.    
4. A person's address, fingerprints, or blood type.    
5. Personal opinions or views of the individual except where they are about another 

individual or about a proposal for a grant, an award, or a prize to be made to 
another individual by a government institution or a part of a government 
institution specified in the regulations.    

6. Correspondence sent to a government institution by the individual that is 
implicitly or explicitly of a private or confidential nature and replies to such 
correspondence that would reveal the contents of the original correspondence.    

7. The views or opinions of another individual about the individual.    
8. The views or opinions of another individual about a proposal for a grant, an 

award, or a prize to be made to the individual by an institution or a part of an 
institution referred to in paragraph, but excluding the name of the other individual 
where it appears with the views or opinions of the other individual.    

9. The name of the individual where it appears with other personal information 
relating to the individual or where the disclosure of the name itself would reveal 
information about the individual.   

 
Much like the CSIS Act, the Privacy Act faces similar issues of applicability in the face of 
new technology. Digital transformation has completely transformed the understanding 
that the average Canadian has about their personal information, and how this 
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information is considered data. The way that this personal information flows is fast, 
elaborate, and universal, and as such what is included in any definition of “identifiable 
information” has widened drastically (Department of Justice Canada, 2019). “Identifiable 
information” is not the same as what is considered “basic subscriber information”, which 
is information about a person that is publicly available, like finding an individual's 
address in a phone book. This information is currently any government organization's 
main source of information on someone and needs to be distinguished from the 
“identifiable information” mentioned above (Government of Canada, 2016).   
The widened threat landscape and properties with which AI-enabled threats function are 
likely to continue to challenge CSIS and its operations. Coupled with the various 
legislations surrounding privacy and data regulation and the need to identify who those 
threat actors are, will intrinsically make it difficult for CSIS to detect and respond to AI-
enabled threats. To better understand how the above analysis can unfold, the 
hypothetical scenario below will briefly examine various aspects of AI-enabled threats 
and how CSIS would respond.   
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Navigating the Complexities: A Hypothetical 
Scenario of AI-Enabled Threats to Canadian 

Democracy 
 

Context 
 
Foreign interference in elections is not new. This has been observed in elections in several 
countries including the US Presidential Election in 2016 where Russia used disinformation to 
polarize voters (Rand Corporation, 2022). Given the increase in foreign interference in Canada’s 
elections since 2021, authorities in Canada such as, but not limited to CSIS have been tasked 
with overseeing elections and closely monitoring online activities related to it. The task, however, 
is more challenging than it appears as it requires CSIS to also consider if general disinformation 
and polarization can translate to ideologically motivated extremist events.    
 

Hypothetical Scenario 
 
Federal elections in Canada are slated to take place in October 2025. According to the rules and 
regulations set out by Elections Canada, voters both within and outside of Canada, will have the 
option to cast ballots electronically online through a specialized portal (e-voting). A large part of 
canvassing by candidates across all major political parties will also occur on platforms online 
(predominantly on social media platforms). Past incidents in other countries such as Nigeria and 
in the case of the Brexit referendum in Britain have proved that online media platforms can be 
leveraged using AI-enabled techniques to create, shift and drive a particular narrative that could 
potentially be detrimental to the core values, beliefs, and democratic system upon which the 
country is built.    
 

Threat 
 
A group of foreign threat actors plan to utilize AI-enabled technologies to polarize and propagate 
extremist narratives and undermine Canadians’ trust in their democratic institutions. Planning on 
influencing elections in Canada both directly and indirectly, these threat actors will rely on various 
AI-enabled technologies.  
 

1. Manipulate information available online by constantly building or stitching elements of 
extremist narratives into existing information (Brundage et al, 2018). 

2. Approaching influencers/personalities with a large social media audience (AI-enabled 
analysis to determine the targets).  

3. Denial of information (DoS) attacks where bots are used to generate misinformation 
narratives (Brundage et al, 2018). 

4. Automated hyper personalized disinformation campaigns (Brundage et al, 2018).    
 
Threat actors also are keen to use other AI-enabled threats such as data-poisoning which can be 
used to influence opinion polling. AI-enabled disinformation campaigns through targeted 
deployment of AI-bots across public and private platforms stands to essentially amplify misleading 
campaigns/narratives. 
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These can be used during elections on social media platforms such as Twitter and Facebook 
where re-tweets and the number of shares by these automated bots can amplify the popularity of 
that misleading narrative.  Additional components at risk during this scenario are databases of 
voters (registry), digital voting infrastructure to facilitate online voting and associated IT systems. 
All these remain vulnerable to AI-enabled threats discussed earlier in the report. 
  

Analysis 
 
For CSIS it is important to understand the motivation of the threat actors in this case, which could 
be both organized and sponsored by adversarial states. The ability for threat actors to more 
effectively remain anonymous, and the higher use of social media, make AI-enabled threats more 
effective. Furthermore, the internet and social media platforms such as Facebook, Twitter, and 
TikTok, have made the availability and access to important information much easier than 
traditional media. This has enabled threat actors situated in foreign locations to carry out activities 
that are clandestine and deceptive in nature.  
   
The first step in the scenario above is for threat actors to outline the vulnerabilities within the 
socio-political fabric of the country during elections, narrowing down on polarizing topics and 
building disinformation campaigns. Specifically tailored messages can also be targeted towards a 
specific community known as “community-targeted spam” (Brundage et al, 2018). As such, AI can 
be used both to avoid detection and help incorporate ML and NLP to develop wider and more 
effective disinformation campaigns during elections.    
 
Because these activities can fall under freedom of speech, operational responses to this type of 
threat would challenge CSIS’ ability to effectively frame this scenario within the context of threats 
to national security. Furthermore, the high-profile nature of elections and large media focus 
means that consideration must be given to public option and the political dynamics of any 
intervention. Therefore, deployment of TRMs specifically for interference (assuming it’s literal 
translation as a measure in itself) would invite backlash and resistance across all stakeholders in 
the election process. The nature of DoS attacks and AI-bots involves a large number of social 
media profiles that are used to push a narrative. For CSIS to investigate this, it becomes 
challenging because amongst the bots there could be real Canadian users and their personal 
information. These investigations would require justification though the warrant application before 
the court. But as discussed in the previous section, this would require CSIS to also differentiate 
between foreign and domestic data. Further addressing this hypothetical scenario includes issues 
with voting online, which increases the scope for CSIS to investigate, amplifying the requirement 
for “predominantly” domestic datasets and in turn increasing the risk of breaching the Charter.  
 
As such, scenarios such as these and many more are poised to challenge CSIS operations with 
the onset of newer AI-enabled threats. Navigating these complexities under the current 
framework of the CSIS Act can become increasingly complex for CSIS, particularly when 
intersecting civil liberties are involved.  
 



 

  41 

 

AI-Enabled Threats and Canadian Rights and 
Freedoms 
 
As outlined in the previous section, there are various federal government legislations 
and agreements which include principles that are important to consider when analyzing 
the AI-enabled threats highlighted in this report: cyberattacks, disinformation, and 
OSINT. Due to the speed, scope and sophistication of AI-enabled threats, there is also 
an expectation that AI will be required for defensive purposes to address these AI-
enabled threats.  Within this context of offensive (threat actors) and defensive (CSIS) 
uses of AI, this section analyzes the ways in which it impacts the rights and freedoms of 
Canadians. Below is a high-level summary that outlines which rights, freedoms, and 
principles (including the various legislations) are impacted by the three AI-enabled 
threats.   
 
Summary – How AI-enabled Threat-Related Activities Interact 
with Individual Rights and Freedoms  
Type of Threat Explanation of Threat Rights, freedoms, and principles 

effected 

Cyberattacks 

Threat actors attempt to 
access computer systems 
to steal, expose, alter or 
destroy information. 
 
Cyberattacks by foreign or 
domestic actors can 
contribute to espionage, 
sabotage, foreign 
influence, and terrorism 
activities.  

Privacy, as defined in:   
• The Privacy Act   
• Universal Declaration of Human 

Rights (UDHR)  
• Guiding Principles on the 

Responsible Use of AI  
• Montreal Declaration.  
• Artificial Intelligence and Data 

(AIDA)  
 
Security of Person, as defined in:   
• Canadian Charter of Rights and 

Freedoms (Charter)   
• UDHR  
• Montreal Declaration   
 
Transparency, as defined in:    
• Paradox with national security  
• Guiding Principles on the 

Responsible Use of AI  

Disinformation 
Threats 

Disinformation threats 
such as deepfakes will 
likely become a foreign 
interference tactic used to 

Security of Person, as defined in:   
• The Charter  
• UDHR  
• Montreal Declaration   
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spread disinformation 
during election periods.   
 
Deepfakes are “digitally 
manipulated audio or 
visual material that is 
highly realistic and 
virtually indistinguishable 
from real material” 
powered by deep learning, 
a subset of ML.  

• AIDA   
 

Search and Seizure, as defined in:   
• The Charter  

 
Good Data, as defined in:   
• AI Ethics   
• Guiding Principles on the 

Responsible Use of AI  
 

Freedom of Expression, as defined in:   
• The Charter  
• UDHR  

 
Equity and Equality:   
• The Charter  
• Montreal Declaration  

OSINT 

The accessibility and 
availability of publicly 
available information have 
increased exponentially 
through the use of social 
media platforms, 
smartphones, and the 
internet of things.   
 
As a result, an increasing 
number of actors 
worldwide are acquiring, 
analyzing, using, and 
sharing such information.   
 
OSINT presents national 
security threats due to the 
involvement of numerous 
actors with varying 
motives and loyalties, its 
informal nature, which 
increases the potential for 
errors, and its public 
nature, which reduces the 
government's ability to 
compromise with 
adversaries.  

Good Data, as defined in:   
• AI Ethics   
• Guiding Principles on the 

Responsible Use of AI  
 
Transparency, as defined in:    
• Paradox with national security  
• Pillars of Good data   

 
Privacy, as defined in:   
• The Privacy Act   
• UDHR  
• Guiding Principles on the 

Responsible Use of AI  
• Montreal Declaration  
• AIDA  

 
Freedom of Expression, as defined in:   
• The Charter  
• UDHR  

 
Prudence, as defined in:   
• Montreal Declaration  

 
Equity and Equality:   
• The Charter  
• Montreal Declaration  
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The Canadian Charter of Rights and Freedoms   
 
It is impossible to talk about rights and freedoms in the Canadian context without first 
discussing the Charter. As such, it is the obvious place to start when we are attempting 
to understand how AI-enabled activities interact with the rights and freedoms of 
Canadians.   
 
The Charter adopted in 1982, and its 32 sections, “guarantees the rights and freedoms 
set out in it subject only to such reasonable limits prescribed by law as can be 
demonstrably justified in a free and democratic society.” (Canadian Charter of Rights 
and Freedoms, 1982). Not all 32 of these sections are relevant to AI-enabled activities. 
To narrow this selection down, several interviewees with relevant Charter experience 
were asked which sections of the Charter they believed were most relevant in relation to 
CSIS, its mandate, and AI-enabled activities. Those participants including a counselor 
from the Justice Department and an official from the Privy Council Office, highlighted 
sections 2, 7, 8, 15, and 32 as the key sections of the Charter that contribute to the 
dynamic between AI-enabled activities, threats, and rights and freedoms.  
 
The Charter applies only to actions by government organizations, not companies or 
individuals. CSIS must balance the imperative of protecting the Charter and privacy 
rights of Canadians with the imperative of protecting the security of Canada and 
Canadians. The attempt at balancing these imperatives may, however, be impacted by 
AI-enabled threats. While the legal relevance of AI-enabled activities only applies to 
actions taken by CSIS, the principles remain relevant to the interaction between AI-
enabled threats, and rights and freedoms.  
 

Relevant 
Charter 

Rights and 
Freedoms 

Why it’s relevant to AI-
enabled activities Example 

Section 2 – 
2b: Freedom 
of expression, 
2c: Freedom 
of peaceful 
assembly, 
and 2d: 
Freedom of 
association 

AI could be used to undermine 
anonymity of the crowd and 
target social movements and 
marginalized communities.  

The increasing trajectory of AI 
technology suggests that it will 
eventually need to be used 
defensively, resulting in a scenario 
where AI combats AI. As per the 
example used in the previous 
section of this report, if CSIS were 
trying to investigate discourse on 
social media platforms that may (or 
may not) be foreign interference, 
then this could impinge on S. 2 of 
the Charter.  

Section 7 – 
Life, liberty, 

While CSIS is not a policing 
agency or organization, case 

S. 7 of the Charter could be 
impacted by AI-enabled activities 
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and security 
of person 

law interpretation around the 
definition of security has been 
moving to widen the scope of 
what security of a person is 
(Counselor, Justice Canada).   
 
Security can be interpreted to 
mean health, safety, and 
personal autonomy, (R. v. 
Morgentaler (No. 2), [1988] 1 
S.C.R. 30; Carter v. Canada, 
2015 SCC 5). Given that AI-
enabled activities could be 
used by both CSIS and threat 
actors to undermine this 
security, S. 7 becomes 
relevant.   

by CSIS if attempts to investigate 
national security threats lead to 
using AI to assess the possibility of 
recidivism in previously charged 
criminals (Morgan et al, 2023).   

Section 8 – 
Search and 
Seizure 

S. 8 of the Charter states that 
Canadians have the right to be 
“secure against unreasonable 
search or seizure”, which limits 
the options available to CSIS to 
obtain evidence of wrongdoing.  
 
This links with privacy rights, 
and it is applicable to AI-
enabled activities given the 
reliance of these activities on 
data, specifically “identifiable 
information”.   
 
Case law has also allowed for 
S. 8 to be applied to electronic 
information because of R. v. 
Spencer, 2014 SCC 43, thus 
opening it up to the realms of 
AI and its algorithms.   

As AI-enabled deepfakes start to 
become more prevalent, it will be 
harder for CSIS to know the 
difference between real and deep 
faked video.  
  
Failure to comprehend the 
distinction between authentic and 
deep faked videos may result in the 
unintentional utilization of deep 
fakes as evidence during 
investigations. This could result in 
the violation of S.8 in the event that 
a search warrant is issued based 
on false information. This may 
worsen the already discussed 
problem of delays in warrant 
approval and may encourage 
ineffective measures that increase 
the risk of successful AI-enabled 
threats.  

Section 9 – 
Right not to 
be “arbitrarily 
detained or 
imprisoned” 

S. 9 of the Charter faces similar 
dynamics with AI-enabled 
activities as S. 8 in that it 
comes down to how information 
is gathered, and the data or 

Law enforcement agencies utilizing 
AI systems which involve 
technologies such as facial-
recognition or profiling, are 
required to demonstrate sufficient 
justification for suspecting an 
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algorithms that were used in 
the investigation.  

individual's involvement in a 
crime.   
 
In addition, utilization of biased 
data that results in unintentional 
racial profiling may lead to 
unconstitutional detention. This is 
because the Supreme Court of 
Canada has ruled that the 
utilization of racial profiling during 
the detention of an individual may 
be considered when determining 
whether such detention is arbitrary, 
as demonstrated in the case of R. 
v. Le, 2019 SCC 34 (Morgan et al, 
2023).  

Section 15 – 
Equality 
before and 
under law and 
equal 
protection 
and benefit of 
law 

Algorithmic bias is a pervasive 
issue that affects various 
sectors, including healthcare, 
criminal justice, and 
finance. (Obermeyer, 2021) If 
this sort of data were to be 
used within an investigation, it 
could leave CSIS without the 
ability to use the information 
because doing so would violate 
the Charter.  

When AI is used to provide insights 
and trends based on information 
that human analysts would not 
have been able to develop into 
identifiable information, there is the 
possibility that false or biased data 
is used to make decisions. If this 
happens it could lead to biases 
within AI-enabled activities by 
CSIS, thus violating S. 15 of the 
Charter.  

Section 32 – 
Application of 
Charter 

Data that is used for, or 
accessed by AI is often stored 
on servers outside of Canada, 
even if the target of an 
investigation is within Canada.  
  
As such, current interpretations 
of S. 32 affect the ability to 
apply charter rights to 
extraterritorial activities of 
Canadian government 
actions.    

R. v. McGregor, 2023 SCC 4 
provides an example of a supreme 
court decision in which the court 
had to rule on whether a 
Canadians S. 32 rights are 
applicable when Canadian 
government organizations are 
acting abroad.   
 
Given that data can often be based 
offshore, even if it's Canadian data, 
this discussion becomes more 
relevant as more AI-enabled 
activities and threats based on the 
use of data become mainstream 
(Counselor, Justice Canada).   
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Universal Declaration of Human Rights   
 
Three articles from the UDHR will be discussed. Two of the three UDHR Articles were 
chosen for this report based on a rapid review by Mpinga et al. (2022) of 157 academic 
articles that studied AI and human rights in some fashion. This was done in order to 
understand if there is an emerging academic discipline focusing on that dynamic. Within 
this review, the authors found that Articles 3 and 12 of the UDHR were the most 
addressed across these 157 articles, with the right to life appearing in 21% of the 
articles, the right to security/safety appearing in 19%, and the protection of privacy 
appearing in 14% of the articles. The authors also proposed a conceptual framework for 
the mutual and dynamic linkages between AI and human rights. Mpinga et al. (2022) 
argue that human rights take a central stage while AI is an evolving reality around them. 
This reality depends on where in the life cycle AI is, either creation, production, 
commercialization, or utilization. In this framework, each of these stages is seen as 
having an impact on human rights and are also feeding back on each other.   

 
 

Figure 10: Framework of AI and Human Rights (Mpinga et al, 
2022) 

 
 
The accessibility of internal government networks to threat actors has significantly 
increased with the evolution of technology. In the past, physical access to buildings was 
necessary to siphon digital information from vulnerable organizations. With the 
introduction of the internet and Wi-Fi, the attack surface increased as networks became 
more widely accessible beyond the physical realm. As government organizations, 

In the context of this report, the 
utilization of AI is most important, 
given the focus on AI-enabled 
activities. Figure 10 shows that the 
utilization of AI impacts both the 
creation and expansion of AI, as 
well as being impacted by them, 
with a similar relationship with 
human rights. This means that 
CSIS’ own use of AI and the 
activities it enables requires 
recognition that it not only impacts 
human rights but also plays a role 
in the expansion and creation of AI 
technologies. This can widen the 
possibility of threats from actors 
willing to use AI-enabled activities 
to pursue their goals. These 
dynamics increase the threat 
surface by allowing more access to 
information and providing more 
opportunities to threat actors. 
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including CSIS, adopt AI technology for internal and investigative purposes, the threat 
surface is likely to widen further (Partner, EY). While AI technologies, and in turn, 
threats will continue to grow regardless of CSIS’ actions, the use of AI by CSIS could 
potentially lead to the creation and expansion of other AI technologies by threat actors, 
resulting in a wider attack surface and possible compromise of human rights.   
 
Guiding Principles on the Responsible Use of AI  
 
As AI has become more pervasive throughout society, governments have attempted to 
create best practices by developing principles and guidelines that allow them to 
navigate this new landscape without the requirement of formal legislation. The 
Government of Canada’s 2018 Guiding Principles on the Responsible Use of AI is a 
great example of this. While originally developed in relation to all AI use by federal 
government organizations, four of the five principles can be used to identify and 
prioritize how CSIS can both use and deal with AI-enabled activities in the national 
security setting.   
 

Relevant Guiding 
Principles on the 
Responsible Use 

of AI 

Why it’s relevant to AI-
enabled activities Example  

Understand and 
measure the 
impact of using AI 
by developing and 
sharing tools and 
approaches. 

CSIS must evaluate the impact 
of AI activities, considering the 
potential risks to identifiable 
Canadian information and 
increased attack surface. 
Sharing tools and approaches 
may increase the risk of 
cyberattacks, requiring a 
balance with security 
measures.  
 
However, sharing tools and 
approaches can aid in 
evaluating their impact, 
improving understanding of 
CSIS systems' effectiveness 
and potential discrimination, 
and reducing the risk of AI-
enabled threats infringing on 
rights and freedoms.  

CSIS sharing tools and 
approaches, even in an effort 
to increase transparency, 
could potentially provide 
threat actors engaged in AI-
enabled activities with access 
points.  
  
Such vulnerabilities in 
software contribute to 
increasing the speed and 
scope of AI-enabled threats 
that compromise CSIS's 
security.   

Be transparent 
about how and 

Transparency is a vital 
principle in national security 

In the case that an AI vs. AI 
scenario, CSIS would be 
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when we are using 
AI, starting with a 
clear user need 
and public benefit. 

and AI fields, specifically 
regarding the data collection 
and usage in AI-related 
activities of CSIS.   
 
Even with the public's limited 
tech knowledge and 
understanding, demonstrating 
precise user needs and public 
benefit in national security can 
be challenging. Moreover, 
CSIS's requirement to keep 
much of its internal operations' 
secret further compounds the 
difficulty. (Privy Council Office, 
2019).  

required to show a clear user 
need and public benefit for 
participating in this AI-
enabled activity. 
   
Doing so could widen the 
attack surface for threat 
actors that use cyberattacks 
such as spear phishing, or 
data poisoning that could 
lead to infringements on 
rights and freedoms.   

Provide 
meaningful 
explanations about 
AI decision 
making, while also 
offering 
opportunities to 
review results and 
challenge these 
decisions. 

The accountability principle 
pertains to the responsibility of 
AI and the decision-making 
process for its utilization. 
Although challenging to 
implement in the context of 
national security, it can be 
achieved through existing 
privacy legislation (Counselor, 
Justice Canada).  

Effective AI-enabled 
defenses against AI-enabled 
threats require CSIS to 
implement review 
mechanisms capable of fast 
decision-making given the 
speed, scope, and 
sophistication of these 
threats.   
 
A new warrant that permits 
quick action when 
investigating AI-enabled 
threats can provide more 
opportunities for meaningful 
explanations, enabling better 
utilization of AI by CSIS, and 
reducing the likelihood of AI-
enabled activities and threats 
negatively impacting rights 
and freedoms.  

Be as open as we 
can by sharing 
source code, 
training data, and 
other relevant 
information, all 
while protecting 

While this principle focuses on 
national security and defense, 
the dynamics of data sharing 
suggest that it will likely 
become increasingly relevant 
as CSIS expands its use of AI 
technology.  

Sharing source code 
increases the risk of data 
leaks, which could be 
exploited by threat actors to 
compromise the security of 
individuals' rights and 
freedoms. In this context, 
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personal 
information, 
system 
integration, and 
national security 
and defense. 

CSIS must exercise 
precautionary decision-
making principles to protect 
the rights of Canadians from 
AI-enabled threats.  

 
Montreal Declaration for a Responsible Development of Artificial 
Intelligence  
 
The Montreal Declaration was established in 2018, following a stakeholder engagement 
process that included 15 workshops over three months. More than 500 experts, citizens, 
and stakeholders with diverse backgrounds contributed to the development of ten 
principles that should guide the use of AI systems. These principles are aimed at 
promoting and preserving the interests of people and groups and include the following 
(Université de Montréal, 2018):  
 

1. Well-Being   
2. Respect for Autonomy   
3. Protection of Privacy and Intimacy   
4. Solidarity   
5. Democratic Participation   
6. Equity   
7. Diversity Inclusion  
8. Prudence  
9. Responsibility   
10. Sustainable Development   

 
The Montreal Declaration principles are applicable to the development and deployment 
of AI in various fields, including national security. As the deployment of AI leads to the 
creation and expansion of AI-enabled activities and threats, the principles are relevant 
to the national security scope. More specifically for the purposes of this report the 
significant principles are 3, 5, 6, and 8.  
 

Relevant 
Principles What is it? 

Why it’s relevant to AI-
enabled activities or 

threats 
Example  

Principle 3: 
Protection 
of Privacy 
and 
Intimacy 
Principle 

Privacy and 
intimacy must 
be protected 
from AI’s 
intrusion and 
data 

Privacy is one of the most 
relevant values when it 
comes to the use of AI by 
any party, including CSIS 
and other government 
organizations.   

While threat actors 
using cyberattacks 
such as ransomware 
or spear phishing 
currently are mostly 
interested in the use 



 

  50 

 

acquisition 
and archiving 
systems 
(DAAS).  

 
Given AI’s requirement to 
use significant amounts of 
data, the kind of data that 
can be amalgamated to 
identify a person has 
expanded.   

of data collection to 
raise funds, steal 
intellectual property, 
and against political 
dissidents. These 
activities enhanced by 
AI in the hands of 
threat actors could 
cause infringements 
on privacy rights 
aligned with this 
principle.   

Principle 5: 
Democratic 
Participation 
Principle 

AI’s must 
meet 
intelligibility, 
justifiability, 
and 
accessibility 
criteria, and 
must be 
subjected to 
democratic 
scrutiny, 
debate, and 
control.  
  

There are two issues 
surrounding the use of 
algorithms and AI software 
by CSIS:   
 
Who has ownership? Who 
is liable when things go 
wrong? 
 
The decision-making 
algorithms used by public 
authorities, including CSIS, 
should be accessible, 
except in cases where it 
could pose a risk.  
  
This principle aligns with 
CSIS's use of AI in national 
security, emphasizing the 
importance of transparency 
and accountability. 
However, a subprinciple of 
principle 5 also recognizes 
that this democratic scrutiny 
may not always be possible 
in the context of national 
security.   

The issue of liability 
would be crucial if 
CSIS engages in AI-
enabled activity based 
on poisoned or 
tampered data from a 
threat actor, resulting 
in an error.   
 
The opaque nature of 
AI and the need to 
combat AI-enabled 
threats could require 
regulatory bodies to 
oversee and debate 
the use of certain 
data.  
 
These bodies, 
established through 
democratic processes, 
would play a critical 
role in controlling 
which data is 
permissible for use.  

Principle 6: 
Equity 
Principle 

The 
development 
and use of 
AI’s must 
contribute to 

A just and equitable society 
requires even treatment of 
all those within it. AI-
enabled threats like 

AI-enabled 
disinformation, 
created using biased 
algorithms, can target 
marginalized 
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the creation of 
a just and 
equitable 
society.  
  

disinformation can pose 
issues with this principle.   
Disinformation can 
specifically target 
marginalized communities, 
while investigative decisions 
based on bias or incorrect 
data, or even data based on 
disinformation, can lead to 
inequitable decisions (Nava-
Schellinger, 2021).  

communities and 
exacerbate tensions.  
 
The "Freedom 
Convoy" protest 
demonstrated the 
potential harm of the 
spread of 
disinformation. If AI 
were involved in this 
spread in a future 
protest, it could lead to 
violent conflict that 
undermines the goal 
of a just and equitable 
society.  

Principle 8: 
Prudence 
Principle 

Every person 
involved in AI 
development 
must exercise 
caution by 
anticipating, 
as far as 
possible, the 
adverse 
consequences 
of the use of 
AI and by 
taking the 
appropriate 
measures to 
avoid them.  

This relates to the human 
rights conceptual framework 
discussed previously in the 
report. The use of AI, and 
thus the participation in AI-
enabled activities, creates 
feedback for the creation 
and expansion of AI.   
Therefore, when CSIS 
participates in AI-enabled 
activities, those activities 
could lead to threat actors 
expanding their AI-enabled 
threats capabilities. As 
such, CSIS needs to have 
prudency when dealing with 
AI-enabled activities or 
threats.  

This principle is similar 
to the first federal 
government guiding 
principle for the use of 
AI which highlights the 
need for the 
understanding and 
measuring of impacts 
of AI.   

  
Canada’s First Attempt at Governing AI: Bill C-27 and the Artificial 
Intelligence and Data Act (AIDA)   
 
Bill C-27, also known as the Digital Charter Implementation Act, introduced in 
Parliament on June 16th, 2022, includes Part 3, the Artificial Intelligence and Data Act 
(AIDA). The legislation aims to establish consistent requirements across Canada for the 
design, development, and use of AI and prohibit actions that could cause significant 
harm to Canadians or undermine their rights and freedoms (Landry et al, 2022).  
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AIDA may not be legally applicable to CSIS, however. First it is still in its second reading 
in the House of Commons and may not be enacted. Second, in its current incarnation it 
only applies to the private sector, not the public sector. Nevertheless, some of the 
definitions within AIDA are valuable for analyzing CSIS’ approach of AI-enabled threats 
and activities.  
 
One key term is “biased output”, defined as:  
 
“...content that is generated, or a decision, recommendation or prediction that is made, 
by an artificial intelligence system and that adversely differentiates, directly or indirectly 
and without justification, in relation to an individual on one or more of the prohibited 
grounds of discrimination set out in section 3 of the Canadian Human Rights Act, or on 
a combination of such prohibited grounds.” (Bill C-27, 2022).  
 
This definition interacts with possible AI-enabled activities that CSIS could conduct and 
provides legislative and practical depth to the idea of bad input data equals bad and 
possibly illegal output (Greiman, 2021). It also applies to OSINT, as its informal nature 
can lead to errors in data that could then cause adverse effects to Canadians, 
undermining their rights and freedoms.   
 
Another relevant definition within AIDA is ‘harm’ defined as: “(a) physical or 
psychological harm to an individual; (b) damage to an individual’s property; or (c) 
economic loss to an individual” (Bill C-27, 2022). This definition highlights further 
possibilities of how AI-enabled activities and threats can interfere with rights and 
freedoms. Physical or psychological harm is obvious, but damage to an individual’s 
property less so, given the question of how much a person’s identifiable information or 
data is considered their property. If using a person’s data inappropriately can be 
considered damage to property caused by an AI-enabled threat or activity. Thus, a form 
of harming the person, then this definition could open a whole new form of thinking 
regarding data privacy, depending on how it is to be used and interpreted when 
inevitably discussed in the legal system.  
 
AIDA also has a relationship with the Charter. For example, AIDA helps protect S. 7 of 
the Charter, and the security of a person, as Part 2 of AIDA would prohibit knowingly or 
recklessly making an AI available for use if the system is or does cause serious harm. 
Another example is that of S. 8 of the Charter, which covers search and seizure. Under 
AIDA, the Minister responsible may compel the production of certain information from 
persons subject to the Act to verify their compliance with the Act. This person may also 
need to provide auditors with records (Government of Canada, D. of J., 2022). This 
starts to provide a possible starting point for the creation of a structure of transparency 
for CSIS and its use of AI.  
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AI Ethics: What is Good Data?   
 
The effectiveness of AI-enabled activities depends on the quality of input data. If there is 
bias in the input data, it will be reflected in the output of the system or activity. Human 
decisions in the design of an AI system can also have significant consequences on 
rights and freedoms. For example, prioritizing certain variables of data in a national 
security investigation using AI-enabled activity can introduce biases that shape the AI's 
decisions. Therefore, the outcome of AI-enabled activities, even when based on 
factually correct data, can harm human rights if data is analyzed or prioritized in a 
biased manner (Greiman, 2021).   
 
There are four “pillars” of good data: community, rights, useability, and politics (Daly et 
al, 2021). When we consider these pillars in the context of CSIS, national security, and 
AI-enabled activities or threats, three of the four pillars are most significant.  
  

Pillar What is it? Why it’s relevant to AI-enabled 
activities or threats 

Community 

Data collection, analysis, and 
utilization should prioritize the data 
and technological sovereignty of 
data subjects and communities, 
rather than being determined solely 
by those in power. AI should be 
constructed by communities to 
assist their participation in data-
related decision-making and 
governance (Daly et al, 2021).  

Given AI’s ability to develop 
identifiable information with a 
wider speed and scope than a 
human analyst, the need for data 
collection to be orchestrated and 
mediated in a community setting 
is important for AI-enabled 
activities and threats.  
 
This pillar suggests that data 
being used as the basis for AI-
enabled activities conducted by 
CSIS and its partners need to 
have updated regulation and 
considerations on a consistent 
basis and done so in 
collaboration with a diverse 
range of communities in 
Canada.  

Rights 

Data collection, analysis, and use 
should prioritize the sovereignty of 
data subjects and communities, 
rather than being determined solely 
by those in power. AI technology 
should be designed to facilitate 
community participation in decision-
making and governance related to 

This pillar illustrates that good 
data can be used to not only 
protect these rights and 
freedoms from AI-enabled 
threats, but also enhance and 
strengthen these freedoms.  
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data, constructed in collaboration 
with communities (Daly et al, 
2021).  

Useability 

The concept of Good Data requires 
that it is consensual, transparent, 
and fit for purpose. Additionally, 
measures of fairness and other 
values attributed to data should 
extend beyond technical 
explanations and challenge broader 
societal unfairness. Good Data is 
dependent on context and, with 
reasonable exceptions, should be 
open, published, revisable, and 
form useful social capital where 
appropriate (Daly et al, 2021).  

The term transparent has 
already been established as an 
important principle across most 
of the legislation and guidelines 
attempting to prevent AI-enabled 
activities and threats from 
interfering with rights and 
freedoms. Also, this fit for 
purpose concept is consistent 
with analysis about the need for 
good input to AI in order to 
create better investigative 
outputs.  

  
The Apparent Paradox of Transparency and National Security  
 
Transparency is often held as one of the critical principles of liberal democracies. It is 
also a key component of strong privacy practices. It holds institutions accountable for 
their actions, promotes individual agency, and can be used to create a sense of trust 
between these individuals and institutions (Government of Canada, D. of J., 2022). 
However, regarding national security, transparency is rarely a high priority. Traditionally, 
national security has been used to limit access to certain information. This action is 
logical, given that actions of transparency by the government tend to lead various actors 
to focus their attention on these available pieces of information (Meijer, 2013). 
Disclosing information regarding national security operations, vulnerabilities, and 
intelligence can expose the nation to increased security risks through exploitation by 
malicious entities. Transparency has been placed alongside all of the principles, rights 
and freedoms discussed in this section. As such, CSIS must implement a distinct set of 
actions to address public concerns over transparency in government organizations.  
   
Parliamentary, agency, and advisory group mechanisms can help increase 
transparency in AI-enabled activities and threats. In 2019, CSIS launched the 
Stakeholder Engagement Program to engage with non-traditional sectors such as the 
Canadian industry, civil society, and provincial and municipal officials to them to threats 
and mitigate risks. The National Security Transparency Advisory Group, also launched 
in 2019, advises the federal government on increasing transparency across national 
security and intelligence departments, promoting transparency and democratic 
accountability, and increasing public awareness and access to related information. 
There are various accountability organizations in place, including but not limited to the 
Standing Senate Committee on National Security and Defense, the Standing Committee 
on Public Safety and National Security, the Auditor General of Canada, the Privacy 
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Commissioner, and the National Security and Intelligence Review Agency (CSIS, 2020). 
External bodies can assist in ensuring that CSIS adheres to AI ethics, principles, and 
regulations, but addressing this issue will require filling the knowledge gap related to AI-
enabled activities and their processes. By doing so, CSIS’ accountability and 
transparency models will be enhanced, enabling the organization to effectively 
communicate information to the public about its actions and how it is held accountable. 
Ultimately, this could increase transparency.   
 
When considering CSIS’ relationship with transparency, many of the interviewees for 
this report noted that CSIS and other national security organizations already have the 
regulations, accountabilities, capabilities, and authorities that provide solid transparency 
in a national security space (Counselor, Justice Canada & Official, Privy Council Office). 
However, it is essential to note that transparency in and of itself does not inherently 
create openness. Although these regulations seem sufficient, the problem is the lack of 
strictness and public display of transparency measures. Recent commentary by Wark 
(2023) has brought attention to the National Security Transparency Commitment’s 
underwhelming outcome. Despite the potential of new review entities, their primary 
audience is viewed as the government rather than the public.  
 
Additionally, the government needs to show more regard for the recommendations of 
the National Security and Intelligence Committee of Parliamentarians, especially evident 
in the 2020 report on foreign interference. Additionally, the higher use of the internet 
and various public engagements with how governments handle information has 
increased the demand for more transparency. Because of the public’s limited 
understanding of national security, technology and government actions undertaken by 
CSIS are often thought of as threatening and requiring transparency. This means that 
even if absolute transparency is not the problem, how the public perceives the lack of 
transparency can become one. Increasing dialogue and interactions with the public and 
broader society and providing education on these topics can help increase the 
perceived transparency of CSIS (Counselor, Justice Canada & Employee, CSIS).  
 
Key Takeaways:   
 

1. The rights, freedoms, and principles of AI discussed in this section should 
be at the forefront of frameworks and guidelines relating to AI use and 
governance. AI is an ever-evolving reality, and each stage of the AI lifecycle has 
mutual and dynamic links with human rights. AI-enabled activities used by CSIS, 
and AI-enabled threats used by threat actors can potentially lead to a broader 
attack surface and compromise human rights. Government organizations must 
recognize the increased threat surface of AI and prioritize protecting human 
rights in AI development and use. Increasing dialogue and education on national 
security, technology, and government policy can help achieve this goal.  
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2. The quality of input data is critical to the effectiveness of AI-enabled 
activities. Any bias in the input data will be reflected in the system's output 
or activity. Human decisions in the design of an AI can have significant 
consequences on people's rights and freedoms. Therefore, the outcome of AI-
enabled activities, even when based on factually correct data, can infringe upon 
human rights if data is analyzed or prioritized in a biased manner. Government 
organizations such as CSIS must be mindful of these potential biases and take 
steps to mitigate them while dealing with AI-enabled threats.  
  

3. Transparency and accountability are crucial in understanding possible AI 
use by CSIS. The rights and freedoms of Canadian citizens are enshrined in 
legislation, while principles such as transparency and accountability are often left 
to bureaucratic structures to handle. The public is now interested in knowing how 
government organizations make decisions, but AI adds another layer of 
complexity by creating multiple layers of secrecy. CSIS has launched initiatives 
like the Stakeholder Engagement Program and the National Security 
Transparency Advisory Group to address public concerns and increase 
transparency. However, the public still demands more transparency, and 
increasing dialogue and education on national security, technology, and 
government policy can help achieve that. The need for accountability and 
transparency in AI use will become even more critical, especially as we face AI 
vs AI situations.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

  57 

 

Conclusion and Recommendations 
 
AI-enabled threats such as cyberattacks, disinformation, and OSINT pose 
unprecedented challenges to intelligence agencies, including CSIS. AI increases the 
speed and scope of threat activities, relies heavily on large datasets, and necessitates 
AI to defend against AI. These are three critical characteristics of AI-enabled threats 
that make them more difficult to address using existing technology and defenses. 
Moreover, these challenges are exacerbated by the various restrictions under the CSIS 
Act, Privacy Act, and the Charter that create unique barriers to addressing AI-enabled 
threats.  
 
CSIS may face challenges in dealing with AI-enabled threats in three key areas: 
interpretation and assessment of AI-enabled threats, the issues dataset rules play in 
data collection, and challenges concerning judicial oversight and the warrants system. 
In addition, the current legislation may pose challenges to CSIS' operations when 
addressing AI-enabled threat activities. For example, certain sections of the CSIS Act, 
specifically those relating to operational responses through the application of warrants, 
may not be fast enough to address modern-day threats related to AI and other AI 
technologies.  
 
This report highlights the need for prioritizing the protection of human rights in the 
development and use of AI technology. AI-enabled investigative activities used by 
government agencies and threat actors pose a risk to human rights such as privacy, 
equity, equality, and security of person. Frameworks and guidelines relating to AI use 
and governance should prioritize the protection of human rights. It is important for 
government organizations to recognize the increased threat surface of AI and take 
necessary measures to protect human rights in AI development and use. Increasing 
dialogue and education is also important to ensure that AI technology is developed and 
used in a way that respects and upholds the rights and freedoms of Canadians.  
 
Based on these conclusions, and with consideration of this report in its entirety, the 
following recommendations are offered as a way for CSIS to begin addressing the 
implications of AI-enabled threats on Canadian national security:  
 

1. CSIS should enhance information technology architecture within the 
government to streamline sharing of critical information related to AI-
enabled threats across departments. There are various government 
stakeholders involved in national security, which makes access to internal 
information more important for CSIS. With the exponential growth of AI 
technologies, there is an increased need for streamlined sharing of critical 
information across departments to effectively tackle AI-enabled threats to 
national security. CSIS can enhance Information Technology Architecture within 
the government by leveraging technological solutions to enable the sharing of 
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critical information related to AI-enabled threats across departments. This can be 
done through the development of a robust information-sharing framework, which 
ensures that all departments can access critical information in a secure and 
transparent manner. Continued cooperation with other domestic agencies will be 
necessary to address technological constraints and facilitate data sharing. This 
approach will increase transparency and build trust between agencies, while also 
safeguarding the rights and freedoms of Canadians.  
  

2. CSIS should upgrade Canada's cyber security strategies to include AI-
enabled threats and create a multi-agency long-term strategy with law 
enforcement agencies to detect and mitigate these threats. The problem is 
the increasing speed, scope, and sophistication of AI-enabled threats, which 
pose a significant risk to national security and the privacy of Canadians. CSIS 
can collaborate with law enforcement agencies to develop a long-term strategy 
based on Canadians' rights and freedoms, alongside ethical and guiding 
principles such as transparency, equity, and prudence. This strategy can include 
regular assessments of cyber risks and proactive measures to mitigate them. 
Upgrading cyber security strategies to include AI-enabled threats and creating a 
long-term strategy with law enforcement agencies will enable CSIS to effectively 
detect and mitigate cyber threats. Collaboration with other Canadian 
organizations will increase the speed, scope, and sophistication of the response 
to these threats, ensuring the protection of Canadians' rights and freedoms. The 
strategy's guiding principles will ensure that it is implemented in a transparent 
and equitable manner.  
  

3. CSIS should advocate for an amendment to the CSIS Act to include a 
different type of judicial authorization that can enable its intelligence-
gathering operations, including being able to investigate more expediently 
AI-enabled threats. The exponential growth of AI technologies presents a 
problem for CSIS' ability to react to AI-enabled threats, which requires a multi-
layered approach that is time-consuming and resource-intensive. A special 
warrant for AI-enabled threats would enable more efficient intelligence gathering 
by providing a legal basis for expedited procedures. Strict regulation and 
oversight would also be necessary to prevent the infringement of rights and 
freedoms, such as S. 8 of the Charter. This would also enable CSIS to better 
fulfill its obligations to deal with AI-enabled threats, by providing a legal basis for 
expedited procedures to keep pace with the speed and scope of these threats, 
while ensuring protection of rights and freedoms through regulation and 
oversight.  
  

4. CSIS should revisit their funding requirements to support the hiring, 
training, and in-house development of AI expertise. The problem CSIS faces 
includes shortages in people with AI and technical expertise, which private 
entities are readily recruiting and retaining with more attractive compensation 
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packages. AI-enabled threats can develop insights, techniques, and tactics faster 
than human analysts, and in-house AI expertise is necessary for timely and 
effective threat reduction measures. This approach will enable CSIS to utilize AI 
optimally, recognize potential privacy violations, and safeguard against other 
possible infringement to rights. By ensuring that CSIS has a sufficient number of 
AI experts, the organization will have the necessary knowledge to monitor and 
investigate AI-enabled threats, allowing them to stay ahead of potential threats in 
the future.  
  

5. CSIS should build and nurture relationships with private sector 
organizations involved in the development of AI to increase information 
sharing and remain on par with technological advancements within the AI 
landscape. The private sector's majority ownership in the development of AI 
places government agencies like CSIS in a reactive position, making it difficult to 
operate effectively. CSIS should initiate dialogue with private sector 
organizations involved in AI development and explore opportunities for 
collaboration. CSIS should look to establish a framework for sharing information 
on emerging AI threats and mitigation techniques, create joint initiatives to 
address such threats, and establish channels for continued knowledge transfer. 
By sharing information and working collaboratively, CSIS will be able to keep 
pace with the technological advancements within the AI landscape, build 
transparency and trust, and facilitate continued knowledge transfer in subject 
fields extending from AI-enabled threats.  
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Glossary of Terms 
 

Term Definition Term Definition 

AI Artificial Intelligence Five Eyes 
Partners 

An intelligence partnership 
alliance between Australia, 

Canada, New Zealand, 
United Kingdom and the 

USA. 

AGI Artificial General 
Intelligence GAN Generative Adversarial 

Networks 

AIDA Artificial Intelligence 
and Data Act GUI Graphical User Interface 

ANI Artificial Narrow 
Intelligence IT Systems Information Technology 

Systems 

CII Canadian Identifying 
Information  IoT Internet of Things 

CSE Communications 
Security Establishment Kill Chain 

Sequence of steps taken by 
threat actors to achieve their 

goal 

CSIS Canadian Security and 
Intelligence Service ML Machine Learning 

DAP Data Acquisition 
Program NLP Natural Language 

Processing 

DAAS  Data Acquisition and 
Archiving Systems  NSIRA National Security Intelligence 

Review Agency 

DL  Deep Learning  OSINT Open 

DoS Denial of Service OT Operational Technology  



 

  61 

 

Term Definition Term Definition 

RCMP Royal Canadian 
Mounted Police The Charter Canadian Charter of Rights 

and Freedoms  

R&D Research and 
Development TRM Threat Reduction Measures 

SIGNIT Signals Intelligence  UDHR Universal Declaration of 
Human Rights 

SIRC Security Intelligence 
Review Committee 
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Appendix 1 
 

Position Department/Organization 
CSIS Employee Canadian Security and Intelligence Service 
CSIS Employee Canadian Security and Intelligence Service 
CSIS Employee Canadian Security and Intelligence Service 
CSIS Employee Canadian Security and Intelligence Service 
CSIS Employee Canadian Security and Intelligence Service 
CSIS Employee Canadian Security and Intelligence Service 

Official Privy Council Office 
Professor University of British Columbia 

Associate Professor Carleton University 
Counselor Justice Canada 

Partner EY 
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